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Pull requests

Contribution activity

March 2025

L3 Created 7 commits in 1 repository

viim-project/viim 7 commits
&) Created a pull request in viim-project/viim that received 19 comments

11 [V1] [CI] Enable v1/entrypoints
SUMMARY: Enable vi/entrypoints tests

+10 -7 mmEm lines changed + 19 comments

11 Opened 15 other pull requests in 4 repositories

viim-project/viim
aarnphmjviim
yottalabsaiviim
njhiliviim

@ Reviewed 75 pull requests in 2 repositories

viim-project/viim
pytorchyxlia

& Created an issue in viim-project/viim that received 7 comments

© open @ closed @ merged
o merged o closed

Mar 11

© coen
o merged

e s e ae

25 pull requests
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1 pull request

Mar 8

© [Bug]: [V1] Molmo/Aria not supported on V1 due to xgrammar

Your current environment Cannot use these models on V1 due to Xgrammar assert . Describe the

bug run the following VLLM_USE_V1=1 pytest -s -x mod...

O 1task done + 7 commaents

(> Opened 14 other issues in 2 repositories
viim-project/viim

ai-dynamo/dynamo

Credit: https://github.com/robertgstal2 faa P vae reositories

© open @ ciosed

.
.
© closed %

Mar 5

2024
2023

2022



https://github.com/robertgshaw2-redhat

. W ovilm  Public

F main -

/ @ terrytangyuan (DOC] Add%

B .buildkite

github
benchmarks
cmake

CEIC

docs

examples
requirements
tests

tools

vilm

clang-format
dockerignore
gitignore
pre-commit-configyaml
readthedocs.yaml

.shellcheckrc

rEErEErEErEE - RN RN BN BN SN AN BN BN BN BN

[ wapfignore
[ cMakelLists et

[ CODE_OF COMDUCT.md

F B8 Branches T 56 Tags

etes deployment guide with CPUs (#14865) X

\ [ CONTRIBUTING.md /

@w-znh 348 -

Stars and Forks
Add file ~

D 5 366 Commits

Q Gotofile t

[Frontend] Support tool calling and reasoning parser (

Replace misc issues with link to forum (#15226)

Jeb0Bed - 3 hours ago

Descriptions

Y Fork B4k -

Starred  42.5k -

wsten!lw

LinkKs}”

[Mise) Add wned R1 wBag and MoE configs far NVIDIA L2..

2 days ago

[Attention] Flash Attention 3 - fp8 (#14570) K eyW O rﬁdh'gg'ﬁ'

[Kernel] allow non-contiguous input for marlin kernel (#14...
[OC] Add Kubernetes deployment guide with CPUs (#14..
[Frontend] Support tool calling and reasoning parser (#14...
[Core] Integrate fastsafetensors loader for loading mode..

[Core] Integrate fastsafetensors loader fof laading mode...

Update deprecated Python 3.8 typing (#13971)
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[0 README & Codeofconduct 52 Apache-20license 52 Security &

/LLM

Easy, fast, and cheap LLM serving for everyone

| Documentaticn | Blog | Paper | TwitterX | User Forum | Developer Slack |

[2025/03] We are collaborating with Ollama te host an Inference Night at ¥ Comblinator in San Francisco on
Thursday, March 27, at 6 PM. Discuss all things inference local or data center!

[2025/04) We're hosting our first-ever vLLM Asra Developer Day in Singapore on Apal 3rd) This is a full-day event
{89 AM - 9 PM 5GT) in partnership with 5GInnovate, AMD, and Embedded LLM. Meet the vLLM team and learn
about LLM inference for RL, MI30OX, and more! Register Now

Latest Mews &

+ [2025/03] We hosted the first vLLM China Meetup! Please find the meetup slides from vLLM team here. R EA D M E M D

» [2025/03]) We hosted the East Coast vLLM Meetup! Please find the meetup slides here.
+ [2025/02] We hosted the ninth vLLM meetup with Meta! Please find the meetup slides from vLLM team here
and AMD here, The slides from Meta will net be posted.
= [2025/01)] We are excited to announce the alpha release of vLLM V1: A major architectural upgrade with 1.7x M a.r k d O W n Sy n t a.X
speedup! Clean code, optimized execution loop, zero-overhead prefix caching, enhanced multimedal support,
and more. Please check out our blog past here.
+ [2025/01) We hosted the eighth vLLM mestup with Google Cloud! Please find the mestup slides from vLLM
team here, and Google Cloud team here.

+ [2024N12] vLLM joins pytorch ecosysten! Easy, Fast, and Cheap LLM Serving for Everyonea!

* Previous News

About

vLLM is a fast and easy-to-use library for LLM inference and serving.

Originally developed in the Sky Computing Lab at UC Berkeley, vLLM has evolved into a community-driven project
with contributions from both academia and industry,

vLLM is fast with: g B OSTON

UNIVERSITY
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= O vilm-project [ wilm C Type( /] to search &8 - + -

€ Code (2 Issues 15k Il Pullrequests 532 O Discussions (&) Actions [ Projects 7 ) Security 4 [ Insights

P
=) [Roadmap] vLLM Roadmap Q1 2025 =) [V1] Feedback Thread
#1862 - simon-mo oponed on Jan 8 s F12568 - simon-mo opened on Jan 2§ [
isissue state:open 9 O » Labels o Milestones
Open 1518 Closed 6879 Author = Labals - Projects - Milestones - Assigneas - Types = T Mewest -

() [Bug]: Uncaught exception | =class 'ValueError'>; Qwen2_5_VLModel has no vLLM implementation and the Transformers
implementation is not compatible with vLLM 5D

EI541 - lizAmirrezs opened 2 hours g0

=y [Feature]: Implement Embedding Models in V1 feature request

2158406 - robertgshaw2-redhat opened 4 hours ago

) [Bug]: Phi-4-multimodal-instruct enceder cutputs didn't have the same length as defined in input_ids m

EN5404 - Lulfly-ZY-Wang openad § hours ago

(=3 [Feature]: JSON based tool calling for Gemma 3  feature request

218403 « venki-ifc opened & hours aga

) [Bug]: Error when use viim in distributed environment (C2D

153599 - always-H opened 7 haurs ago

) [Bug]: AttributeError: Model PixtralForConditionalGeneration does not support BitsAndBytes quantization yet, No
'packed_modules_mapping' found. m

E5306 - devopsT 24 opened B hours aga

=3 [Feature]: Add Warning for Chat Template Mismatches similar to SGLang  feature request

2158395 . xihajun opened B hours ago

2y [Bug): RequestMetries object (accessed through output[0].metrics) is None (D

#15304 - mencekt opered B hours 559

) [Bug]: Batch embedding inference is inconsistent with hf



Pull request

= O vilm-project [/ wllm Q. Type [/ to search 8 - + -

€» Code (2) Issues 15k 17 Pullrequests 534 L Discussions () Actions [ Projects 7 @ Security 4 |~ Insights

First time contributing to vilm-project/viim? Dismiss  «.

If you know how to fix an issue, consider opening a pull request for it.
You can read this repository’s contributing guidelines to learn how 1o open a good pull

request.

Filters = O is:pris:open Oy Labels 43 & Milestones 1

Il 534 Open 6895 Closed Author - Label ~ Projects = Milestones - Reviews = Assignee = Sort -

li [Minor][Spec Decode] Remove compiled_softmax * L1
A6 opaned 3 minuies age by WoosukEwen - Drafi

11 [Bugfix]: Fix Promethus spec decode counter sum-of-sums * (A1
#15415 opored 5 minutes ags by alegowskl « Review rogquined

I [v1] TPU CI - Add basic perf regression test ® D ®© il
#1544 opened 1 hour ago by alexm=-nedhal « Revvsew requined

Il [ROCm][Bugfix] Bring back fallback to eager mode remeved in #14917, but for ROCm enly % L1
#15413 oponied 1 hour ago by gshiras « Review reguired

17 [Hardware][TPU][Bugfix] Fix v1 mp profiler *  reacy D mp
#1500 opangd 3 howrs agoe by Isy323 - Approwed

Il [Misc] Enhance warning information to user-defined chat template * (frentend o R
#15408 cpened 3 howrs ago by wwlZ2788 « Review reguired

Il [BugFix][V1] Quick fix fer min_tokens with multiple E0S * (TP ready wh
#15407 ppened 4 hours aga by njhill « Approved I:l':' Wi, 8,2

l: [Doc] Add multi-modal development example for encoder-decoder models * oy mE

#15405 opened § hours age by lsetrdpy - Draft D 2 of 3 tasks

I Dockerfile.ppcEdle chanaes to move to UBI * | cifbuild Dz
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|3 Projects

5 Templates

Welcome to projects B o000 | X

-
Built like a spreadsheet, project tables give you a live canvas to filter, o

sort, and group issues and pull requests. Tailor them to your needs l
with custom fields and saved views,

e

Learn more
Q is:open ©

7 Open T 0 Closed Sort -

E Muiti-modality Core Main tasks for the multi-modality workstream
(#4194)
#8 updated & hours age

i3 DeepSeek V3/R1  Template

85 vpdated 5 hours ago

Projects

B Onboarding Tasks A list of onboarding tasks f

contnibutors to get started with vLLM
26 updated 18 hours ago

A Ray Tracks Ray issues and pull requests in viLM

#7 updated 3 days ago

E Multi_modm Mode' Requests Community reguests for multi-modal models

210 updated 5 days 290

fA V11 Speculative Decodina

Boston University Department of Electrical & Computer Engineering BOSTON
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- = O viim-project / Projects / DeepSeek V3/R1

{:‘; DeepSeek VSIR‘] (Increased items preview ) Feedback Public template

2025-02-25: DeepSeek V3/R1is supported with optimized block FP8 kernels, MLA, MTP spec decode, multi-node PP, EP, and W4A16 quantization

[ Status board ~ B My items

Q Filter by keyword or by field
O Backlog 48
This item hasn't been started

@ viim #14939
[Bug]: AssertionError with Speculative

Decoding in vLLM Using DeepSeek R1 Distill

Qwen Models

@© viim #12860

[Bug]: Can not load DeepSeek-R1-Distill-
Llama-708 with VLLM

© viim #14266

[Bug]: weight_loader of fp8 weights are
wrongly set to None. [Deepseek V3/R1]

@© viim #15044

[Bug): CPU infrencing won't work for
DeepSeek-R1

() viim #15333

[Bug]: Can't deserialize object: ObjectRef,
DeepSeek R1, H20*16, pp2, tp8, v1 engine

O Inprogress 3
This is actively being worked on

© viim #13282 <

(Bug]: DeepSeek-R1-Distill-Llama-70B
max_meodel_len can not larger than 8192

® viim #13074 -

[Usage]: Context Size Limitation and CUDA
OOM with DeepSeek R1on 2 Nodes (TP8 PP2,
16 GPUs with 141GB VRAM Each)

1:viim 213630
[WIP][Kernel] Flashinfer MLA support

ETPN cocumentaiion ] 11

Roadmap/Status board

O Done 48
This has been completed

$e viim #13833

DeepSeek V2/V3/R1 only place 1ms_head on last
pp rank

ready

15 viim #12597

Implement MLA for deepseek v3/r1

$o viim #13839
Improve pipeline partitioning
ready

@ viim #14028

Using viim to deploy DeepSeek- R1-distil-
qwen-32B-q4_k_M. gguf does not have
<think> when output, how to solve this problem

usage

¥ viim #13867
[Attention] Flash MLA for V1

P vilm #13789 »
[Attention] MLA support for V1
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GitHub: Building Your Coding Profile

Part 1 - Git and GitHub

= Git

Developer: Linus Torvalds

Initially for Linux projects

= Extend to collaborative & open-source projects
= Version control system

= Tracks changes in files

= Multiple branches support

= Multiple user support

= Codes merging

= |n 2023, 93% developers use GitHub

Download: https://git-scm.com/downloads

Credit: https://www. britannica.com/technology/GitHub
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https://git-scm.com/downloads

GitHub: Building Your Coding Profile

Part 1 - Git and GitHub

= GitHub
= Cloud-based platform
= GitHub copilot
= create, store, manage, and share codes

= Create and store your code in a repository

= Share your work
= Let others review your code and make suggestions

= Collaborate on a shared project

Build and ship software on a

single, collaborative platform

Join the world’s most widely adopted Al-powered developer platform.




GitHub: Building Your Coding Profile

Part 2 - Basic Git Commands

=  Download Codes (manually)

J viim Pubic

F main ~

F 59 Branches © 56 Tags

O Sponsor

& watch 348 ~

Y Fork 6.4k - Starred  42.5k -

Q Gotofile t Add file ~ About
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docs
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tools
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B3 Clone
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HTTPS SSH  GitHub CLI

Replace misc issue
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[Misc) Add tuned F

Cione using the web URL
[Attention] Flash A

(3 Open with GitHub Desk

[Kernel] allow nog

[7) Download ZIP

[Doc) Update dogs

[Frontend] Support tool calling and reasoning parser (814,

[Core] Integrate fastsafetensors loader for loading mode..,

[Core] Integrate fastsafetensors loader for loading mode...

Update deprecated Python 3.8 typing (#13971)

(D¢

c) Update docs on handling OOM (#15357)

[ClyBuild] Enforce style for C++ and CUDA code with clan..

[CHBulid] remove .github from .dockerignore, add dirty re...

[V1] Enable V1 Fp8 cache for FA3 in the oracle (#1519)

[VLM] Limit multimodal input cache by memory (#14805)
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GitHub: Building Your Coding Profile

Part 2 - Basic Git Commands

= Download Codes
= Copy the link of this repo
= git clone https://github.com/vllm-project/vllm.git

O Gotofile t
Local
g O0OM
Clone
| Suppor

HTTPS S55H  GitHub CLI

isc 1S5Ue

Codespaces

W

o Step 1: copy the link

oy

py url to clipboard

funegs | MBI o lipmiecfulingit @ Step 2: git clone 1link

Clone using the web URL.

] Flash A

X Open with GitHub Der

low non-

5| Download ZIP
late docs

L ] [ ]
(base) -
Cloning
remote:
remote:
remote:
remote:
om 3)
Receivin
Resolvin
(base) -

Desktop|git clane https !Kglthub cum!vllm—pru;ect!vllm git
into 'vllm=
Enumerating ubjects' 62560, done.
Counting objects: 100% (209/209), done.
Compressing objects: 10@% (141/141), done.
Total 62560 (delta 131), reused 69 (delta 68), pack-reused 62351 (fr

g objects: 108% (62560/62560), 41.81 MiB | 9.04 MiB/s, done.
g deltas: 10@% (48473/48473), done.
Desktop



GitHub: Building Your Coding Profile

Part 2 - Basic Git Commands

« Upload Codes — First create a repo on your profile

= O robertgshaw2-redhat Q Type 7] 10 searc 8 - +« O N 8 &

New repository

0 Overview &) Repositories 59 ] Projects @ Packages 1¥ Stars 183 O Sponsoring Y

Import repossory

g New codespace

> New gist

] New organization

("] New project

Robert Shaw

rob \aw2-redhat

Unfoliow
J &viim-project O&npm.‘lmpqt @ibrosa M

The Future of Al is Open
AClivity overview

AL 129 followers - B2 ¢ i Contributed to vilm-project/vilm,

neuraimagic/am-viim,

[} ®@redhat
viim-project/lim-compressor
© Boston and 46 other repositories
@robertshaw1

B infrobert-shaw-1a0139%a

Sponsoring

Contribution activity
Achievements



GitHub: Building Your Coding Profile

Part 2 - Basic Git Commands

= Upload Codes

Create a new repository
A repository contains all project files, including the revision history, Already have a project repository

alsewhera? Mgt a repository

Regquired fields are marked with an astevisk (*).

Ownaer * Repository name *

B vkola-lab = j ry=prodecl=-name

. Repo name

@ my-project=-name is available

Greal repository names are short and memorable, Need inspiration? How about congenial-octo-adventure ?

Dascription [opticaal)

Thhis is & $hort descniption of my project.

. Description

Pulplic

o

1
2

3: Public/Private
A4
5

—r . README.MD

Add .gitignore

gitignone template: Nong -

 License

Choose a license
Licensia: MIT Licénss -

athars what they can and canl do with your cod

This will set Fmain as the default branct

(D) You are creating a public repository in the vkola-lab organization



GitHub: Building Your Coding Profile

Part 2 - Basic Git Commands

= Commit and Upload Codes
= First way: drag and drop the code files
= Second way: terminal
= Add the codes in the current folder to git
= git add .
= Commit the codes
= git commit -m "Update my lovely codes!"
= Push the codes

= git push



GitHub: Building Your Coding Profile

Part 3 - Pull Requests & Code Review

= Fork the Codes if you haven't made the changes

= O operai [ grade-school-math O Type [/] to searct 8 - + - @

i3
-

<) Code () Hawes @ 11 Pullrequests 2 ) Actions [0 Projects D Secwity |~ Ingights

D waich 15 - ¥ Fork 1TH - Starred 13k -

-] gl‘aﬂE-SchDﬂl-math Pulbbc £ ESPins = G

i

P master = F 18ranch $»0 Tags 2 Goto filke 1 Add filg About

No descriplion, website, or topics

keobbe update readme provided,
B grade_schoal_math [ Rosdgme
“  AcTivity
[ LICENSE
El Custom propartias
[ README.md tr 1.2k stacs
".') 4 ate kg
[ setup.py @ 16w
W17 foeks

Report repositon

[ README =B Licenss

Releases
Status: Archive [code is provided as-is, no updates expected)

Grade School Math Packages

[Blog Post] [Papar]

State-of-the-art language models can match human performance on many tasks, but they still struggle to robustly Contributors 2
perform multi-step mathematical reasoning. To diagnose the fallures of current models and support reseanch,
wir'ni releasing GSMEBK, a dataset of B.5K high quality linguistically diverse grade school math word problems. We
find that even the largest transformer madets fail to achieve high test performance, despite the conceptual a vinestakil Vinsat Kosarai
simplicity of this problerm distribution,

keobbe Karl Cobbe

Popiem P b d 3 droeer bafrbus o o s B Fan ceviorm mrn b sl 14 gy msfs s ey ook o

Al i et Languages
S B Dt 4 [ 2000 TP f S0k 00 T OF 4°T 4 o n B R g g
Traws s 10 Sookoss @ 5 B00aS Bl BPe S B 00 Dookes i B e o 1000 = = - O

St i e i Ay g e ey . o 4 cmcican

Wiensd w4
L & Pwihos 50000
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Part 3 - Pull Requests & Code Review

= Fork the Codes if you haven't made the changes

() swerBricesia | grade-sehosi-math Q1 Type(7) 1o search & - +- @ n e

¢ Code 11 Pullrequests () Actions [0 Projects [0 wikd (D Security | insights £ Sestings

& grade-school-math e ; Swatch 8 = % Fok 0 - Starred 1~

foriced from cpenalgrade-school-math

F master - F 18Branch 0> 0 Tags O Go o filke t Add file = m About

No description, website, or fopics

&

This branch i 2 commits abead of openalfgrade-school-sathrmaster . 1l Comtripute - = Synciork - provided,
@D Reasms
i_ SuperBrucedia updale cBicifd - 2 years ¥ 7 Commits A Activity
‘:'_" 1 ]
B grade_school_math update 2 yaars a0
& 0owal |
(4 LICENSE reiease 4 yoars age Y 0forks
[ README.md update resdme A yRars ago
Releases
[ satup.py Hease 4 yoars ago
[I] README &* License -
Packages
Status: Archive (code s provided as-is, no updates axpected) Mo p I" e putlizhed
Fubdigh yo firs _"--"ll"l'\I

Grade School Math Languages

[Blog Past) [Faper] ® Python 100.0%

State-of-the-art language models can match human performance on many tasks, but they still struggle to robasstly

perform multi-step mathematical reasoning. To diagnose the tailures of current models and support research, Suggested workflows

wi're releasing GSMEK, a dataset of 8.5K high quality Enguistically diverse grade school math word problens, We Baded om your Bech stack

find that even the largest transformer models fail to achieve high test performance, despite the conceptual

simplicity of this problem distribution. dj Dlange Condiguns
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Part 3 - Pull Requests & Code Review

« Make any changes to the codes — Commit

v [ grade_school_math/data

) train.jsonl

v grade_school_sath/data/train,jsont (&

4518
4519

4519
4528 4520

4521 4521

Comments 0

1file changed +1 -1 ines

original order was $25 and they added $10.00 50 his new order Is 25410 = $<<25¢10=35,98>>35, 00\ neeee 35"}

{"gquestion™: "A fruit basket consists of 4 bananas, 3 apples, 24 strawderries, 2 avocados, and a bunch of grapes. One banana costs $1. An apple costs $2. 12
stranderries cost $4. An avocado costs $3, and half a bunch of grages costs $2. What 1s the total cost of the frult Dasket?”, “asswer™: “The Dasanas COst 4 x
$1 = Sc<delzdoad\nThe apples cost 3 x $2 = $<<deduf>>6\nThe strawderries cost (24/12) x $4 = $<<{24/12) ed=8>>8\nThe oavocados cost 2 x $3 = S<<Zaduforf\nThe
Qrapges cost 2 x $2 = $<<2e258>>8\nThe total cost of the fruit Dasket 1s $4 « $6 « $5 « $6 + $4 = $<<d+6+8+6+4228>>28\nssss 28" )

{"guestion™: "Carl is figuring out how such he'll need to spend oa gas for his upcoming road trip t0 the Grand Canyon, His car gets 3@ miles per gallon in
cities and 40 miles per gallon on the highway. The distance from his Bouse to the Grand Canyon, one way, is 60 city miles and 200 Righway miles. 1f Qas costs
$3.20 per gallon, how msuch will Carl need to spend?”, "answer™: "First figure out how many city miles Carl will drive round trip by multiplying the one-way
onder of city miles by 2: 60 miles o 2 » ««<60e20120>120 miles\nThen figure out how many highway miles Carl will drive round trip By multiplying the one-way
masber of highwoy miles by 2: 200 alles » 2 = <<Q0002=408>5400 niles\rNow divide the round-trip nusber of city siles by the nusber of city siles per gallon
Carl's car gets: 120 alles / 38 mpg = «<120/30=4>>4 gallons\nNow divide the round-trip number of highwoy miles by the nusber of highway miles per gallon
Carl's car gets: 400 miles / 40 mpg » «<408/40+10>>10 gallons\nNow add the gallons for the highway miles and the city miles to find the total sumbder of
gallons Carl meeds to buy: 10 gallons + 4 gallons » <<iPedeld>>id galloas\aFinally, sultiply the nusber of gallons Carl needs to buy By the cost per gallon to
find out how much he spends: 14 gallons « $3.00 » $<<14e3=42,00>42,.00\nses 427)

{"guestion™: "Carl is figuring out how much he'll need to spend on gas for his wpcoming round trip to the Grand Canyon, Mis car gets 3@ miles per gallon in
cities and 40 miles per gallon on the highway. The distance from his Powse to the Grand Canyon, one way, is 60 city miles and 200 highway miles. 1If Qas costs
$3.99 per gallon, how much will Carl need to spend?”, “answer™: "First figure out how many city miles Carl will drive round trip by seltiplying the one-way
onber of city miles by 2: 60 miles o 2 » «<68+20128>>120 miles\nThen figure out how many highway miles Carl will drive round trip by multiplying the one-way
masber of highwoy miles by 2: 200 miles » 2 » <<Q0002=40055400 niles\rNow divide the round-trip nusber of city siles by the nusber of city siles per gallon
Carl's car gets: 120 alles / 38 mpg = <<120/30=4>>4 gallons\nMow divide the round-trip number of highwoy miles by the nusber of highway miles per gallon
Carl's car gets: 400 miles / 40 mpg » «<400/40+10>»10 gallons\nNow add the gallons for the highway miles and the city miles to fing the total mumbder of
gallons Carl meeds to buy: 10 gallons + 4 gallons » <<iPedeld>>id galloas\aFinally, sultiply the nusber of gallons Carl needs to boy By the cost per gallon to
find out how much he spends: 14 gallons  $3.00 » $<<14+3=42,000>42.00\neses 427)

("guestion™: "Mari sade 4 more than five times a5 many decorated duttoms as Kendra. Sue made half as many as Kendra, Sue sade 6 Buttoas, How many did Mard
makel", “answer™: "Kendrd sade 2e6m<<efiel2>a12, \nMari sade 4eSe1dnccteSuldoblonbd, \noeer 64°)

{"question™: "Cheryl has thrice as many colored pencils as Cyrus. Madeline has 63 colored pencils and only half of what Cheryl has. Mow masy colored pencils
do the three of thes have altogether?”, "answer®:!: “Cheryl has 63 x 2 » ««b3e241260>126 colored pencils.\nCyrus has 126/3 « «<126/3+42>>42 colored
pencils.\nAltogether, they have 126 + 42 + 63 » <<126+4246322315>5231 colored pencils.\nreer 231")

{"question™: “John gets a new EpiPen every 6 months., They cost $389 and insurance covers T5%. Mow much does he pay per year?”, “answer™: "Me needs to buy
12/60<<12/6%22>2 per year\nlnsurance covers 508e, 7545<«580¢ . 75437552375\050 he pays SOD-375444«S00-375+125»=125\n50 he pays 12502e8<<125e 2225800250\ 00002
358°)

& Lock comversation




GitHub: Building Your Coding Profile

Part 3 - Pull Requests & Code Review

= New pull request

— O SuperBrucelia / grade-school-math Q Typel7]to searct 8 - + - O N 8 h

<> Code| I Pullrequests | Actions [ Projects [0 Wi © Security [+ Insights @& Settings

FAters = O Is.prisoper O Labels 9 S Milestones 0 m

1
Welcome to pull requests!

M requests help you collaborate on code with other peopie. As pull requests are created

they'll appear here in a searchable and filterable list. To get started, you should create a pul

Q ProTip! Exclude your own issues with -author SuperBiruce ia



GitHub: Building Your Coding Profile

Part 3 - Pull Requests & Code Review

= New pull request — Code review & Comment — Merge

= O cpenai | grade-schoal-math

< Code () lssues 18 [ Pullrequests 2 () Actions [ Projects (D Secwity |~ Insights

Correct a minor numerical mistake in the train. jsonl #15

SuperBruceJia wanis to merge 2 commils into cpenali:saster from SuperBrucelia:master (O

QY Coreersation 2 o Commits 2 [l Checks o [E Files ch

i SuperBruceJia comment
Inthi tradn. jsonl filp
The final numerical answer of one sxample is wrong:

Original:

{"question": "In a yard; the number of tanks is five times the rember of trucks. If

Should ba

there are 28 Trucks

{“question”: "In & yord, the nusber of tanks §31 five tises the fuaber of trucki. IF there are D0 trucks

Another scample is

Origirial:

{"question": "Carl is figuring ouwt Bow mech he®LL

According 1o tha criginad answar, thit rosd erip should e round trip

{"question”: “Carl is figuring owt Row mach he'll reed to spend on gas for his wpcoming round trip to the (D m

Baest regards,

Shanys

reed to spend on gas for his wpcoming road trip to the

24

"

1S Lparch 8 - b

oy

Edit <) Coda -

42 =7 mmmm

Reviowars
o nivalwe

451 in progressT Corvert to dralfy

Arsigness

No one assigned

Labali

Hone yat

Projects

Hone yet

Milei1ode

Mo mdesone

Dvelepment

Sucorsituly merging this pull reguest may close
IFase ivsues

Hone yat

HotHicatons

B Unsubscribe

a]



GitHub: Building Your Coding Profile

Part 4 - Branches & Merging

Potential conflict issue

main O

1
feature‘lLt " E
feature2 [Fr] 1: main branch

2. feature 1 branch

main O

T ‘ 3: feature 2 branch
feature1
feature? E

Credit: https://docs.qgithub.com/en/pull-requests/collaborating-with-pull-requests/proposing-changes-to-your-
work-with-pull-requests/about-branches



https://docs.github.com/en/pull-requests/collaborating-with-pull-requests/proposing-changes-to-your-work-with-pull-requests/about-branches
https://docs.github.com/en/pull-requests/collaborating-with-pull-requests/proposing-changes-to-your-work-with-pull-requests/about-branches

GitHub: Building Your Coding Profile

Part 4 - Branches & Merging

= Create anew branch and Upload Codes
= Create anew branch called new-feature
= git checkout -b new-feature
= Add changes to your new branch
= git add
= Commit your changes
= git commit -m "Change method in lovely file."
= Push your branch to a remote

= git push -u origin new-feature

Credit: https://graphite.dev/guides/git-commit-to-new-branch



https://graphite.dev/guides/git-commit-to-new-branch

GitHub: Building Your Coding Profile

Part 4 - Branches & Merging

= |If you have made changes in new-feature branch
= Merge codes to the main branch
= git checkout main
« Add new-feature branch changes to main branch
= git merge new-feature
« Delete new-feature branch if you don’t need it

= git branch -d new-feature

Credit: https://www.w3schools.com/git/git_branch_merge.asp



https://www.w3schools.com/git/git_branch_merge.asp

GitHub: Building Your Coding Profile

Part 5 - Actions and Automating Tests

Get started with GitHub Actions

Build, test, and deploy your code. Make code reviews, branch management, and issue triaging work the way you want, Select a workflow to get started

Skip this and set up a workflow yourself <
Q Search workflows

Suggested for this repository

Python Package using Anaconda 2 Publish Python Package o Django I J

8 y GiHub Ac Sy Gar

Create and test a Python pd

on muitiple Publish a Python Package to PyPl on release Build and Test a Django Project

nda for package

n @ Configure Python @ Configure python @

Pylint e Python application A Python package a3
By GitHub Actions By GitHub Actions 8y GitHub Actions
Lint a Python application with pylint Create and test a Python application Create and test a Python package on muitiple

Python versions

Configure Python @ Configure Python @ Configure Python @

Deployment View all

Deploy Python app to A Deploy a Python app to A Deploy to Amazon ECS an
Azure Functions App an Azure Web App By Amazon Web Services

By Microsoft Azure By Microsoft Azure

Configure Deployment @ Configure Deployment @ Configure deployment @ Configure Deployment @



GitHub: Building Your Coding Profile

Part 5 - Actions and Automating Tests

= Continuous integration and continuous delivery (CI/CD)

= Automate your build, test, and deployment pipeline

=  Workflow
.github/workflows/github-actions-demo.yml

1. Name

2. Jobs

3. Steps

4. Actions/Runs

= Deploy your homepage using GitHub Action (GitHub Page)
https://pages.qgithub.com

Credit: https://docs.github.com/en/actions/writing-workflows/quickstart



https://pages.github.com/
https://docs.github.com/en/actions/writing-workflows/quickstart

YAML i

name: GitHub Actions Demo
run-name: ${{ github.actor }} is testing out GitHub Actions #
on: [push]
jobs:
Explore-GitHub-Actions:
runs-on: ubuntu-latest
steps:

— run: echo "& The job was automatically triggered by a ${{
github.event_name }} event."

- run: echo " This job is now running on a ${{ runner.os }} server
hosted by GitHub!"™

- run: echo "4, The name of your branch is ${{ github.ref }} and your
repository is ${{ github.repository }}."

— name: Check out repository code

uses: actions/checkout@v4

— run: echo " . The ${{ github.repository }} repository has been cloned to
the runner."

— run: echo "™ The workflow is now ready to test your code on the
runner."

— name: List files in the repository

run: |
1s ${{ github.workspace }}
- run: echo "&@ This job's status is ${{ job.status }}."



https://docs.github.com/en/actions/writing-workflows/quickstart

GitHub: Building Your Coding Profile 33

Part 5 - Actions and Automating Tests
Explore-GitHub-Actions

Set up job

Run echo "# The job was automatically triggered by a push event."

Run echo "« This job is now running on a Linux server hosted by GitHub!"

Run echo ".® The name of your branch is refs/heads/octocat-patch-1 and your repository is oct... 0s

Check out repository code

Run echo " ¥ The octo-org/octo-repo repository has been cloned to the runner."

Run echo "= The workflow is now ready to test your code on the runner."

List files in the repository

Run echo "# This job's status is success."

V)
@
@
@
&
@
&
@
o
V)

Post Check out repository code

<

Complete job

Credit: https://docs.qgithub.com/en/actions/writing-workflows/quickstart



https://docs.github.com/en/actions/writing-workflows/quickstart

GitHub: Building Your Coding Profile

Part 6 - README Examples
Demo: https://github.com/vkola-lab/PodGPT

(0 README & Code of conduct B3 AGPL-30 license 7

=  Formatted Title

= Fancy Logo

=  News & Announcements
= Table of Content

= Fancy Figures

= Codes Block

=  Tables

= Structure of the Codes

= Citation

PodGPT

An audio-augmented large language model for research and education

| D

Code License SNGREION Data License 'CCBY 40 § Model Wesghts Ucense BRI

£ Announcements

[2025.01.17] v We provide evaluation scripts to assess the performance of the Baseline, PodGPT, PodGPT with

RAG, and OpenAl ChatGPT, on your custom database. For more information, visit our evaluation codes and
[ ] e
CO ntaCt explore the detailed tutorials!
1 1 [2024.12.16] »ev We have released the source code for PodGPT with Retrieval-Augmented Generation (RAG).
= Contributions

This powerful pipeline allows our model to ground responses with the latest scientific evidence from top-tier
literature, such as The New England Journal of Medicine (NEJM)! All our code has successfully passed Flake8

= AC kn OWI e d g eme nt Your Tool for Style Guide Enforcement checks, ensuring the highest quality and adherence to coding standards.
t [2024.12.04] »ew Our PodGPT preprint is now available online! Feel free to check it out!
= Code of Cond
O e O O n u C [2024.7.14] »ew Our Al platform, PodGPT, is now publicly available! We've deployed our latest checkpoint:
PodGPT v0.1 and update it daily to ensure continuous improvements, PodGPT is an online platform for deploying

L] Ll Ce nse state-of-the-art multimodal foundation models designed for STEMM education and research. Give it a try and


https://github.com/vkola-lab/PodGPT

GitHub

“collaborative, open sharing

in the programming world”

Boston University Department of Electrical & Computer Engineering Eggglg_ﬁ




Thank you very much for your attention!

Boston University Department of Electrical & Computer Engineering ngglg_ﬁ
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