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Who invented convolutional neural networks?

Modern AI is based on artificial neural networks (NNs).[DLH] Convolutional NNs (CNNs) are
widely used whenever images or videos are involved. But who invented them? Here is the
timeline of the origins of CNNs (extending a popular tweet):

★ 1969: Kunihiko Fukushima published rectified linear units or ReLUs[CN69] which are now
extensively used in CNNs.

★ 1979: Fukushima published the basic CNN architecture with convolution layers and
downsampling layers,[CN79][CN80][CN21] inspired by neurophysiological findings of Hubel and
Wiesel.[HUW59-68] His network was trained by unsupervised learning rules. Compute was 100
times more expensive than in 1989, and a billion times more expensive than today.

★ 1987: Alex Waibel (a German researcher working in Japan) trained supervised weight
sharing NNs with 1-dimensional convolutions (TDNNs) by Linnainmaa's 1970 backpropagation
algorithm[BP1-5] to recognise speech.[CN87][CN89c] A similar proposal by Homma et al.[CN87b]
introduced the "convolution" terminology to NNs.

★ 1988: Wei Zhang (a Chinese researcher working in Japan) and
colleagues had the first "modern" 2-dimensional CNN trained by
backpropagation, and applied it to character recognition.[CN88] Compute
was about 10 million times more expensive than today.

Most of the above was published in Japan 1979-1988.[CN69][CN79][CN87][CN88]
Why Japan? Let's look back at the 1980s. Back then, Japan was the
envy of the world. Before the 1990 crash,[95-25] the Tokyo stock market
was the world's largest, and the world's 6 most valuable public
companies were all Japanese. So were the world's richest business men. According to the real
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estate market, tiny Japan was 4 times more valuable than the much bigger US. The central
square mile of Tokyo had the value of California. Japan had far more robots than any other
country,[95-25] and by far the most expensive AI project: the 5th Generation Project. Interestingly,
this project had little to do with neural networks; it was mostly about logic programming and
expert systems. So Fukushima and colleagues were outsiders back then. But at least there
was sufficient funding in Japan, even for such unpopular types of blue skies research. Today,
the rest of the world can be thankful for that.[CN25]

★ April 1989: Wei Zhang et al. also had the first journal submission on "modern"
backpropagation-trained CNNs (with applications to character recognition).[CN89] In the early
1990s, Zhang et al. published several additional important CNN papers.[CN91-CN94]

★ July 1989: Yann LeCun et al. at Bell Labs had the second journal submission on
backpropagation-trained CNNs for character recognition (zip codes),[CN89b][DLP] following the
work of Zhang et al.[CN88][CN89] See also Hampshire & Waibel (1989).[CN89d]

★ 1990-93: Fukushima’s downsampling based on spatial averaging[CN79] was replaced by
max-pooling for 1-D convolutional NNs (Yamaguchi et al.)[CN90] and for 2-D CNNs (Weng et
al.).[CN93]

Many additional CNN papers were published in the 1990s and early 2000s.e.g., [CN98-CN10]

★ 2011: Many years after the original work on max-pooling CNNs, Schmidhuber's postdoc
Dan Ciresan and colleagues dramatically accelerated such CNNs on NVIDIA GPUs,[GPUCNN1][DAN]
[CN25b] extending their 2010 work on record-breaking GPU-based NNs.[MLP1-3] In 2011, the
resulting DanNet achieved the first superhuman visual pattern recognition result.[DAN1] For a
while, it enjoyed a monopoly: from May 2011 to Sept 2012, DanNet won every image
recognition challenge it entered, 4 of them in a row.[GPUCNN5][MIR][MOST] Admittedly, however, this
was mostly about engineering & scaling up the basic insights from the previous millennium,
profiting from much faster hardware.

Some "AI experts" claim that "making CNNs work" (e.g., [CN88][CN89][CN89b][DAN]) was as
important as inventing them. But "making them work" largely depended on whether your lab
was rich enough to buy the latest computers required to scale up the original work. It's the
same as today. Basic research is the essential foundation for later engineering/development—
the R vs the D in R&D.

More in the Annotated History of Modern AI and Deep Learning.[DLH]
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1.0, to obtain residual connections for very deep error propagation (this is what makes Highway NNs so deep).
The later Resnets (Dec 2015)[HW2] are like a variant of this where all gates are always open: g(x)=t(x)=const=1.
That is, Highway Nets are gated ResNets: set the gates to 1.0→ResNet. Highway Nets perform roughly as well
as ResNets[HW2] on ImageNet.[HW3] Variants of Highway gates are also used for certain algorithmic tasks, where
the simpler residual layers do not work as well.[NDR] See also [HW25b]. More.

[HW1a] R. K. Srivastava, K. Greff, J. Schmidhuber. Highway networks. Presentation at the Deep Learning
Workshop, ICML'15, July 10-11, 2015. Link.

[HW2] He, K., Zhang, X., Ren, S., Sun, J. Deep residual learning for image recognition. Preprint
arXiv:1512.03385 (Dec 2015). Residual nets are essentially open-gated variants of the earlier very deep Highway
Nets (May 2015) [HW1]. In turn, Highway Nets are gated ResNets: set the gates to 1.0→ResNet. In fact, the
gates of the residual connections in Highway Nets are typically initialised to be open (1.0) anyway, to permit very
deep error propagation. More.

[HW3] K. Greff, R. K. Srivastava, J. Schmidhuber. Highway and Residual Networks learn Unrolled Iterative
Estimation. Preprint arxiv:1612.07771 (2016). Also at ICLR 2017.

[LEC] J. Schmidhuber (AI Blog, 2022). LeCun's 2022 paper on autonomous machine intelligence rehashes but
does not cite essential work of 1990-2015. Years ago, Schmidhuber's team published most of what Y. LeCun
calls his "main original contributions:" neural nets that learn multiple time scales and levels of abstraction,
generate subgoals, use intrinsic motivation to improve world models, and plan (1990); controllers that learn
informative predictable representations (1997), etc. This was also discussed on Hacker News, reddit, and in the
media. See tweet1. LeCun also listed the "5 best ideas 2012-2022" without mentioning that most of them are from
Schmidhuber's lab, and older. See tweet2.

[MGC] MICCAI 2013 Grand Challenge on Mitosis Detection, organised by M. Veta, M.A. Viergever, J.P.W. Pluim,
N. Stathonikos, P. J. van Diest of University Medical Center Utrecht.

[MIR] J. Schmidhuber (Oct 2019, updated 2021, 2022, 2025). Deep Learning: Our Miraculous Year 1990-1991.
Preprint arXiv:2005.05744. The Deep Learning Artificial Neural Networks (NNs) of our team have revolutionised
Machine Learning & AI. Many of the basic ideas behind this revolution were published within the 12 months of our
"Annus Mirabilis" 1990-1991 at our lab in TU Munich. Back then, few people were interested. But a quarter
century later, NNs based on our "Miraculous Year" were on over 3 billion devices, and used many billions of times
per day, consuming a significant fraction of the world's compute. In particular, in 1990-91, we laid foundations of
Generative AI, publishing principles of (1) Generative Adversarial Networks for Artificial Curiosity and Creativity
(now used for deepfakes), (2) Transformers (the T in ChatGPT—see the 1991 Unnormalized Linear Transformer),
(3) Pre-training for deep NNs (see the P in ChatGPT), (4) NN distillation (key for DeepSeek), and (5) recurrent
World Models for Reinforcement Learning and Planning in partially observable environments. The year 1991 also
marks the emergence of the defining features of (6) LSTM, the most cited AI paper of the 20th century (based on
constant error flow through residual NN connections), and (7) ResNet, the most cited AI paper of the 21st century,
based on our LSTM-inspired Highway Net that was 10 times deeper than previous feedforward NNs.

[MLP1] D. C. Ciresan, U. Meier, L. M. Gambardella, J. Schmidhuber. Deep Big Simple Neural Nets For
Handwritten Digit Recognition. Neural Computation 22(12): 3207-3220, 2010. ArXiv Preprint. Showed that plain
backprop for deep standard NNs is sufficient to break benchmark records, without any unsupervised pre-training.

[MLP2] J. Schmidhuber (AI Blog, Sep 2020). 10-year anniversary of supervised deep learning breakthrough
(2010). No unsupervised pre-training. By 2010, when compute was 100 times more expensive than today, both
the feedforward NNs[MLP1] and the earlier recurrent NNs of Schmidhuber's team were able to beat all competing
algorithms on important problems of that time.

[MLP3] J. Schmidhuber (AI Blog, 2025). 2010: Breakthrough of end-to-end deep learning (no layer-by-layer
training, no unsupervised pre-training). The rest is history. By 2010, when compute was 1000 times more
expensive than in 2025, both our feedforward NNs[MLP1] and our earlier recurrent NNs were able to beat all
competing algorithms on important problems of that time. This deep learning revolution quickly spread from
Europe to North America and Asia.

[MOST] J.  Schmidhuber (AI Blog, 2021, updated 2025). The most cited neural networks all build on work done in
my labs: 1. Long Short-Term Memory (LSTM), the most cited AI of the 20th century. 2. ResNet (open-gated
Highway Net), the most cited AI of the 21st century. 3. AlexNet & VGG Net (the similar but earlier DanNet of 2011
won 4 image recognition challenges before them). 4. GAN (an instance of Adversarial Artificial Curiosity of 1990).
5. Transformer variants—see the 1991 unnormalised linear Transformer (ULTRA). Foundations of Generative AI
were published in 1991: the principles of GANs (now used for deepfakes), Transformers (the T in ChatGPT), Pre-
training for deep NNs (the P in ChatGPT), NN distillation, and the famous DeepSeek—see the tweet.
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[NDR] R. Csordas, K. Irie, J. Schmidhuber. The Neural Data Router: Adaptive Control Flow in Transformers
Improves Systematic Generalization. Proc. ICLR 2022. Preprint arXiv/2110.07732.

[NOB] J. Schmidhuber. A Nobel Prize for Plagiarism. Technical Report IDSIA-24-24 (7 Dec 2024, updated 31 July
2025). Sadly, the Nobel Prize in Physics 2024 for Hopfield & Hinton is a Nobel Prize for plagiarism. They
republished methodologies for artificial neural networks developed in Ukraine and Japan by Ivakhnenko and
Amari in the 1960s & 1970s, as well as other techniques, without citing the original papers. Even in later surveys,
they didn't credit the original inventors (thus turning what may have been unintentional plagiarism into a
deliberate form). None of the important algorithms for modern Artificial Intelligence were created by Hopfield &
Hinton. See also popular tweet1, tweet2, and LinkedIn post.

[R1] Reddit/ML, 2019. Hinton, LeCun, Bengio receive ACM Turing Award. This announcement contains more
comments about Schmidhuber than about any of the awardees.

[R4] Reddit/ML, 2019. Five major deep learning papers by G. Hinton did not cite similar earlier work by J.
Schmidhuber.

[R6] Reddit/ML, 2019. DanNet, the CUDA CNN of Dan Ciresan in J. Schmidhuber's team, won 4 image
recognition challenges prior to AlexNet.

[RELU1] K. Fukushima (1969). Visual feature extraction by a multilayered network of analog threshold elements.
IEEE Transactions on Systems Science and Cybernetics. 5 (4): 322-333. doi:10.1109/TSSC.1969.300225. This
work introduced rectified linear units or ReLUs, now widely used.

[RELU2] C. v. d. Malsburg (1973). Self-Organization of Orientation Sensitive Cells in the Striate Cortex.
Kybernetik, 14:85-100, 1973. See Table 1 for rectified linear units or ReLUs. Possibly this was also the first work
on applying an EM algorithm to neural nets.

[SCAN] J. Masci, A. Giusti, D. Ciresan, G. Fricout, J. Schmidhuber. A Fast Learning Algorithm for Image
Segmentation with Max-Pooling Convolutional Networks. ICIP 2013. Preprint arXiv:1302.1690.

[ST] J. Masci, U. Meier, D. Ciresan, G. Fricout, J. Schmidhuber Steel Defect Classification with Max-Pooling
Convolutional Neural Networks. Proc. IJCNN 2012. PDF.

[VAN1] S. Hochreiter. Untersuchungen zu dynamischen neuronalen Netzen. Diploma thesis, TUM, 1991 (advisor
J. Schmidhuber). PDF. More on the Fundamental Deep Learning Problem.

[VAN2] Y. Bengio, P. Simard, P. Frasconi. Learning long-term dependencies with gradient descent is difficult. IEEE
TNN 5(2), p 157-166, 1994. Results are essentially identical to those of Schmidhuber's diploma student Sepp
Hochreiter (1991).[VAN1] Even after a common publication,[VAN3] the first author of [VAN2] published papers[VAN4] that
cited only their own [VAN2] but not the original work.

[VAN3] S. Hochreiter, Y. Bengio, P. Frasconi, J. Schmidhuber. Gradient flow in recurrent nets: the difficulty of
learning long-term dependencies. In S. C. Kremer and J. F. Kolen, eds., A Field Guide to Dynamical Recurrent
Neural Networks. IEEE press, 2001. PDF.

[VAN4] Y. Bengio. Neural net language models. Scholarpedia, 3(1):3881, 2008. Link.
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