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Part 1 – Background

▪ Traditional search engine: UpToDate ($6,713 million revenue, 2024)

Credit: https://www.uptodate.com/contents/search

Evidence Retrieval and Grounding in Medicine
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Credit: https://www.uptodate.com/contents/search
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Part 1 – Background

▪ AI-powered search engine: OpenEvidence ($1 billion valuation, 2025)

Credit: https://www.openevidence.com/

Evidence Retrieval and Grounding in Medicine

https://www.sequoiacap.com/article/partnering-with-openevidence-a-life-saving-healthcare-revolution/
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Credit: https://www.sequoiacap.com/article/partnering-with-openevidence-a-life-saving-healthcare-revolution/
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Credit: https://www.openevidence.com/
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USMLE-style multiple-choice question 
answering:

Medical Students
Residents

Need harder questions:
Fellows
Doctors (Clinicians/Physicians)

Credit: https://www.openevidence.com/

https://www.openevidence.com/
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Part 1 – Background

▪ Patient background

A 27-year-old man presents to the emergency department. He was brought in by staff from 
the homeless shelter when they found him unresponsive. The patient is a known IV drug 
abuser but otherwise has an unknown past medical history. He currently attends a methadone 
clinic. His temperature is 99.5°F (37.5°C), blood pressure is 97/48 mmHg, pulse is 140/min, 
respirations are 29/min, and oxygen saturation is 98% on room air. Initial laboratory values are 
shown below. Serum: Na+: 139 mEq/L. Cl-: 100 mEq/L. K+: 6.3 mEq/L. HCO3-: 17 mEq/L.
Glucose: 589 mg/dL. The patient is given treatment. After treatment, his temperature is 
99.5°F (37.5°C), blood pressure is 117/78 mmHg, pulse is 100/min, respirations are 23/min, 
and oxygen saturation is 98% on room air. His laboratory values are seen below. Serum: Na+: 
139 mEq/L. Cl-: 100 mEq/L. K+: 4.3 mEq/L. HCO3-: 19 mEq/L. Glucose: 90 mg/dL.

Credit: Jin et al., What Disease does this Patient Have? A Large-scale Open Domain Question Answering Dataset from Medical Exams, In AAAI’21.

Evidence Retrieval and Grounding in Medicine
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Part 1 – Background

▪ Question and options

▪ Question

What is the best next step in management?

▪ Options

A. Insulin, potassium, IV fluids, and glucose

B. IV fluids only

C. Oral rehydration

D. Supportive therapy and close monitoring

▪ Answer

A. Insulin, potassium, IV fluids, and glucose

Credit: Jin et al., What Disease does this Patient Have? A Large-scale Open Domain Question Answering Dataset from Medical Exams, In AAAI’21.

Evidence Retrieval and Grounding in Medicine

(1) Multiple choice question-answering

(2) Open-ended question-answering
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Part 2 – Related Works

▪ Question-answering without rationale → lack explainability

Credit: Han et al., MedAlpaca: An Open-Source Collection of Medical Conversational AI Models and Training Data, In arXiv’23.

Evidence Retrieval and Grounding in Medicine

Instruction tuning

(Supervised fine-tuning)
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Part 2 – Related Works

▪ Question-answering with rationale → lack factuality

Credit:
[1] Wu et al., PMC-LLaMA: Towards Building Open-source Language Models for Medicine, In Journal of the American Medical Informatics Association’23. 
[2] Qiu et al., Towards Building Multilingual Language Model for Medicine, In Nature Communications’24.

Evidence Retrieval and Grounding in Medicine
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Part 2 – Related Works

▪ Question-answering with retrieval-augmented generation (RAG)

▪ Bias problem ← no further evidence assessment

▪ Low efficiency ← model doesn’t decide whether to use evidence

Credit: Xiong et al., Benchmarking Retrieval-Augmented Generation for Medicine, In ACL’24.

Evidence Retrieval and Grounding in Medicine
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Part 2 – Motivation

▪ Question-answering without rationale

▪ Clinical decision-making with rationale → explainability

▪ Question-answering with rationale

▪ Clinical decision-making with external evidence → factuality

▪ Question-answering with RAG

▪ Clinical decision-making with evidence assessment ← bias problem

▪ Clinical decision-making with an automatic and dynamic process ← low efficiency

Credit:
[1] Han et al., MedAlpaca: An Open-Source Collection of Medical Conversational AI Models and Training Data, In arXiv’23.
[2] Wu et al., PMC-LLaMA: Towards Building Open-source Language Models for Medicine, In Journal of the American Medical Informatics Association’23. 
[3] Qiu et al., Towards Building Multilingual Language Model for Medicine, In Nature Communications’24.
[4] Xiong et al., Benchmarking Retrieval-Augmented Generation for Medicine, In ACL’24.

Evidence Retrieval and Grounding in Medicine
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Part 3 – MedPodGPT

▪ What: A multilingual audio-augmented LLM for medical research and education

▪ Why: Up to date and domain-relevant information ← podcasts

▪ Where: Journals, exam preparation materials, and clinical practice

▪ When: Most recent (e.g., since 2023)

▪ How: Continual pretraining of large language models (LLMs)
Credit: [1] DIP Ep 606: Drug Interactions For The USMLEs (Step 1-3) [2] NEJM This Week — May 29, 2025 Images are in the public domain.

Evidence Retrieval and Grounding in Medicine

https://podcasts.apple.com/us/podcast/dip-ep-606-drug-interactions-for-the-usmles-step-1-3/id1483304964?i=1000709891211
https://podcasts.apple.com/us/podcast/dip-ep-606-drug-interactions-for-the-usmles-step-1-3/id1483304964?i=1000709891211
https://podcasts.apple.com/us/podcast/dip-ep-606-drug-interactions-for-the-usmles-step-1-3/id1483304964?i=1000709891211
https://www.nejm.org/do/10.1056/NEJMdo250529/full/
https://www.nejm.org/do/10.1056/NEJMdo250529/full/
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Part 3 – MedPodGPT

▪ A multilingual audio-augmented LLM for medical research and education

Credit: Jia et al., MedPodGPT: A Multilingual Audio-augmented Large Language Model for Medical Research and Education, In medRxiv’24. 

Evidence Retrieval and Grounding in Medicine
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Part 3 – MedPodGPT

▪ Large language models

▪ 2B Gemma

▪ 7B Gemma, 7B Mistral, 8B LLaMA

▪ 46B Mixtral 8×7B MoE

▪ 70B LLaMA

Credit: Jia et al., MedPodGPT: A Multilingual Audio-augmented Large Language Model for Medical Research and Education, In medRxiv’24. Images are in the public domain.

ℒ𝜋𝜃 = −෍ log 𝜋𝜃 𝑥𝑖|𝐱<𝑖 .

𝜋𝜃: LLM, parameterized by 𝜃 

𝐱 = 𝑥1, 𝑥2, … , 𝑥𝑡 : a sequence of texts

Evidence Retrieval and Grounding in Medicine
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Part 3 – MedPodGPT

▪ Podcasts

Evidence Retrieval and Grounding in Medicine

Credit: NEJM Podcasts & Feed: https://www.nejm.org/rss-feed/

https://www.nejm.org/rss-feed/
https://www.nejm.org/rss-feed/
https://www.nejm.org/rss-feed/
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Part 3 – MedPodGPT

OpenAI Whisper automatic speech recognition (ASR) model

▪ Podcasts (journals)

▪ OpenAI Whisper automatic speech recognition (ASR) model (2022)

▪ Audio → texts (transcripts)

Credit:
[1] https://openai.com/index/whisper/
[2] Jia et al., MedPodGPT: A Multilingual Audio-augmented Large Language Model for Medical Research and Education, In medRxiv’24. 

Evidence Retrieval and Grounding in Medicine

https://openai.com/index/whisper/
https://openai.com/index/whisper/
https://openai.com/index/whisper/
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Part 3 – MedPodGPT

▪ Podcasts (test preparations)

Credit: Jia et al., MedPodGPT: A Multilingual Audio-augmented Large Language Model for Medical Research and Education, In medRxiv’24. 

Evidence Retrieval and Grounding in Medicine
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Part 3 – MedPodGPT

▪ Podcasts

(clinical

experts)

Credit: Jia et al., MedPodGPT: A Multilingual Audio-augmented Large Language Model for Medical Research and Education, In medRxiv’24. 

Evidence Retrieval and Grounding in Medicine
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Part 3 – MedPodGPT

▪ Benchmarks

(in-domain 

performance)

Evidence Retrieval and Grounding in Medicine
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Part 3 – MedPodGPT

▪ Benchmarks (zero-shot cross-lingual transfer performance)

Evidence Retrieval and Grounding in Medicine
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Part 3 – MedPodGPT

▪ Software development

▪ vLLM: inference engine

▪ Apache Cassandra: query optimization

▪ Flask: store chats and conversations in Cassandra and send text inference requests to a queue

▪ RabbitMQ: queue requests

▪ PostgreSQL: RAG database management

▪ OAuth 2.0: Authorization and user management

Credits:
[1] PodGPT: https://podgpt.org/
[2] vLLM: https://github.com/vllm-project/vllm
[3] Apache Cassandra: https://github.com/apache/cassandra
[4] Flask: https://github.com/pallets/flask
[5] RabbitMQ: https://github.com/rabbitmq/rabbitmq-server
[6] PostgreSQL: https://github.com/postgres/postgres
[7] OAuth 2.0: https://github.com/postgres/postgres

Evidence Retrieval and Grounding in Medicine

https://podgpt.org/
https://github.com/vllm-project/vllm
https://github.com/vllm-project/vllm
https://github.com/vllm-project/vllm
https://github.com/apache/cassandra
https://github.com/pallets/flask
https://github.com/rabbitmq/rabbitmq-server
https://github.com/rabbitmq/rabbitmq-server
https://github.com/rabbitmq/rabbitmq-server
https://github.com/postgres/postgres
https://github.com/postgres/postgres
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Part 3 – MedPodGPT

▪ Software development

https://podgpt.org 

Evidence Retrieval and Grounding in Medicine

https://podgpt.org/
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Evidence Retrieval and Grounding in Medicine

Credit: Rodman et al., Using Generative Artificial Intelligence in Medical Education, In Academic Medicine’25. 

1. Customized teaching cases: “I’m teaching second-year medical students. Generate a case on a patient with a chronic 
obstructive pulmonary disease (COPD) exacerbation with diagnostic uncertainty about heart failure exacerbation.”

2. Expert discussion: “I have a medical case in 4 parts. As our diagnostic expert, provide the problem representation, a 
prioritized differential, and your choice of next test for each part.”

3. Summarization and feedback:
• “Would my patient be included in this study?” or “Summarize methodological points of the study.”
• “I need a 2-paragraph summary of these course evaluations. Include 2 direct quotes highlighting learner qualities.”
• “I’ve written these patient instructions aiming for an 8th grade reading level. Determine their current reading level 

and offer feedback for improvement.”
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Part 3 – MedPodGPT

▪ Take away

▪ Podcasts are valuable sources of up to date and domain-relevant information

▪ Continual pretraining of LLMs on podcasts can enhance overall model performance

▪ Improve in-domain (language) performance

▪ Improve zero-shot multilingual transfer capabilities

Evidence Retrieval and Grounding in Medicine
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Part 4 – PodGPT

▪ What: An audio-augmented LLM for research and education

▪ Fields: Science, technology, engineering, mathematics, and medicine (STEMM)

▪ Why: (1) Up to date information ← podcasts (2) Factual information ← journal articles

▪ Where: Creative Commons Attribution (CC BY) podcasts from journals/experts, and NEJM

▪ When: Most recent (e.g., since 2023)

▪ How: Continual pretraining of LLMs
Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 

Evidence Retrieval and Grounding in Medicine
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Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 

Evidence Retrieval and Grounding in Medicine
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Part 4 – PodGPT

▪ Large language models

▪ 2B Gemma

▪ 7B Gemma, 7B Mistral

▪ Quantized 70B LLaMA (11B)

▪ 46B Mixtral 8×7B MoE

▪ 70B LLaMA

Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 

Evidence Retrieval and Grounding in Medicine
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Part 4 – PodGPT

▪ Podcasts

Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 

Evidence Retrieval and Grounding in Medicine
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Part 4 – PodGPT

▪ Benchmarks (in-domain performance)

Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 

Evidence Retrieval and Grounding in Medicine
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▪ Benchmarks

(zero-shot

transfer)
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Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 

Evidence Retrieval and Grounding in Medicine
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Part 4 – PodGPT

▪ RAG Database
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Part 4 – PodGPT

▪ Benchmarks (in-domain performance)

Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 
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Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 
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Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 
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Part 4 – PodGPT

▪ Performance on conversational dataset

Credit: Jia et al., PodGPT: An Audio-augmented Large Language Model for Research and Education, In Nature npj Biomedical Innovations’25. 

PPL 𝐱 = e−
1
𝑡
σ𝑖
𝑡 log 𝑝θ 𝑥𝑖|𝐱<𝑖 .

Evidence Retrieval and Grounding in Medicine
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Part 4 – PodGPT

▪ Take away

▪ Podcasts are valuable resources for STEMM research and education

▪ Grounding LLMs with RAG enhances factual accuracy and reliability

▪ Continual pretraining of LLMs on podcasts improves their conversational 

capability

▪ Medical journals are valuable resources for evidence-based AI generation

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Agentic memory-augmented retrieval and evidence grounding in medicine

▪ Retrieval

▪ Reranking

▪ Generation

▪ Unified

▪ Automatic

▪ Dynamic

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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▪ Tool using (functional call)

▪ Enhanced interpretability and user trust

▪ Perform a specific task with specific output constraints (but with input perturbations).

▪ Better information retrieval with reduced hallucinations.

▪ Access to external tools, databases, and APIs

▪ Knowledge Acquisition ← External knowledge

▪ Automation and efficiency

▪ Complete complex tasks without excessive prompting.

▪ Interaction enhancement

▪ Interact with external models, e.g., MRI model, CT scan model, etc.

Credit: Qu et al., Tool Learning with Large Language Models: A Survey, In Frontiers of Computer Science’25.

Part 5 – Agentic System

Evidence Retrieval and Grounding in Medicine
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▪ Tool using (functional call)

▪ Task planning

▪ Which step should I solve?

▪ Tool selection

▪ Should I use a tool(s)?

▪ Which tool(s) should I use to solve this step problem?

▪ Tool calling

▪ Calling and performing the specific action that the tool has defined.

▪ Response generation

▪ Generating a response based on the tool’s output description.

Credit: Qu et al., Tool Learning with Large Language Models: A Survey, In Frontiers of Computer Science’25.

Part 5 – Agentic System

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Tools

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Database

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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▪ Database
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Part 5 – Agentic System

▪ Benchmarks (medical analysis and diagnosis)

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine

Getting

more 

challenging
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Part 5 – Agentic System

▪ Benchmarks (multiple choice question-answering)

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Benchmarks (open-ended question-answering)

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Tool usage

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Ablation study

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Ablation study

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Ablation study

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine

Reasoning-based model
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Part 5 – Agentic System

▪ Runtime performance metric

Credit: Jia et al., Agentic Memory-augmented Retrieval and Evidence Grounding in Medicine, Under Review. 

Evidence Retrieval and Grounding in Medicine
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Part 5 – Agentic System

▪ Take away

▪ Agentic framework unifies document retrieval, evidence grounding, as

well as AI generation, with an automatic and dynamic process

▪ Tool-augmented LLM-based agent enables dynamic multistep tool use, 

eliminating the need for manually engineered prompts or multi-stage 

pipelines

▪ The cache-and-prune memory bank mechanism efficiently extends the 

retention of relevant documents for evidence grounding, enhancing 

diagnostic accuracy and computational efficiency

Evidence Retrieval and Grounding in Medicine
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Thank you very much for your attention!


	Slide 1: Evidence Retrieval and Grounding in Medicine
	Slide 2: Outline
	Slide 3: Part 1 – Background
	Slide 4
	Slide 5
	Slide 6: Part 1 – Background
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14: Part 1 – Background
	Slide 15: Part 1 – Background
	Slide 16: Part 2 – Related Works
	Slide 17: Part 2 – Related Works
	Slide 18: Part 2 – Related Works
	Slide 19: Part 2 – Motivation
	Slide 20: Part 3 – MedPodGPT
	Slide 21: Part 3 – MedPodGPT
	Slide 22: Part 3 – MedPodGPT
	Slide 23: Part 3 – MedPodGPT
	Slide 24: Part 3 – MedPodGPT
	Slide 25: Part 3 – MedPodGPT
	Slide 26: Part 3 – MedPodGPT
	Slide 27: Part 3 – MedPodGPT
	Slide 28: Part 3 – MedPodGPT
	Slide 29: Part 3 – MedPodGPT
	Slide 30: Part 3 – MedPodGPT
	Slide 31
	Slide 32: Part 3 – MedPodGPT
	Slide 33: Part 4 – PodGPT
	Slide 34
	Slide 35
	Slide 36: Part 4 – PodGPT
	Slide 37: Part 4 – PodGPT
	Slide 38: Part 4 – PodGPT
	Slide 39
	Slide 40
	Slide 41: Part 4 – PodGPT
	Slide 42: Part 4 – PodGPT
	Slide 43
	Slide 44
	Slide 45: Part 4 – PodGPT
	Slide 46: Part 4 – PodGPT
	Slide 47: Part 5 – Agentic System
	Slide 48
	Slide 49
	Slide 50
	Slide 51: Part 5 – Agentic System
	Slide 52: Part 5 – Agentic System
	Slide 53: Part 5 – Agentic System
	Slide 54: Part 5 – Agentic System
	Slide 55
	Slide 56: Part 5 – Agentic System
	Slide 57: Part 5 – Agentic System
	Slide 58: Part 5 – Agentic System
	Slide 59: Part 5 – Agentic System
	Slide 60: Part 5 – Agentic System
	Slide 61: Part 5 – Agentic System
	Slide 62: Part 5 – Agentic System
	Slide 63: Part 5 – Agentic System
	Slide 64: Part 5 – Agentic System
	Slide 65

