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Abstract

Autoregressive Large Language Models (LLMs) demonstrate remarkable capabilities across var-
ious domains, sparking the emergence of Artificial General Intelligence (AGI). By predicting
subsequent tokens, these models harness extensive, polydisciplinary knowledge and elicit rea-
soning abilities. However, although language models are becoming more advanced, ensuring
their alignment with human values and ethics remains a challenge. To address this issue, Re-
inforcement Learning from Human Feedback (RLHF) has gained traction as a method to train
language models based on human preferences. Drawing inspiration from preference models such
as the Bradley-Terry Model, we propose incorporating reward learning into the RLHF frame-
work for preference alignment. Our extensive experiments indicate that language models tend to
align with human values through reward maximization under a Kullback-Leibler (KL) divergence
constraint. In the future, we plan to explore the potential of using direct policy optimization
techniques for analyzing model reliability and robustness, such as the consistency of Artificial
Intelligence (AI) systems.

Keywords: Large Language Models (LLMs), Reinforcement Learning from Human Feedback
(RLHF), Reward Learning, Preference Models, Alignment.
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1 Introduction

Recent advancements in Large Language Models (LLMs) have propelled the field of Artificial
General Intelligence (AGI) forward, showcasing emergence and homogenization capabilities [1].
These models, by predicting subsequent tokens, exhibit the ability to leverage vast interdisci-
plinary knowledge and foster reasoning. However, as LLMs grow in sophistication, the challenge
of ensuring their alignment with human values and ethics becomes increasingly evident [2]. In
this context, understanding how language models can be trained to better reflect human values
is crucial for the responsible advancement of Artificial Intelligence (AI) technologies. This paper
aims to contribute to this understanding by proposing and evaluating methods for preference
alignment in LLMs.

Addressing the challenge of aligning language models with human values and preferences has be-
come increasingly crucial. In response, Reinforcement Learning from Human Feedback (RLHF)
has emerged as a promising approach for training language models [2–4]. RLHF represents a
significant shift in the paradigm of model training, where the model learns directly from human
feedback. This feedback is essential for guiding the model toward generating outputs that are
more aligned with human preferences.

Within the RLHF framework, existing literature can be broadly categorized into two types of
methods: reward-based and reward-free approaches. Reward-based methods leverage preference
models to train a reward predictor from human preference data [5]. This learned reward model is
then used to incentivize desired behaviors during Reinforcement Learning (RL) [2–4,6]. Reward-
free methods, on the other hand, directly optimize language models by satisfying preference
signals without the need for explicitly training a reward model [7–10]. This approach circumvents
potential issues such as reward model overoptimization and the complexity of multi-stage training
processes [11]. One-stage reward-free methods appear promising, but they may result in a
biased distribution that favors unseen responses, ultimately declining the quality of the learned
policy [12]. This paper will concentrate on using reward-based RLHF to align human preferences.

2 Problem Formulation

RLHF aims to ensure that AI models behave in accordance with human preferences and values.
Thus, our goal is to fine-tune a language model, also known as policy πθ, which is parameterized
by θ, to generate responses that are preferred by humans. When providing a prompt x, the
language model πθ generates a response y by predicting the next token.

πθ(y | x) =
∏
t

πθ (yt | x, y<t) , (1)

where yt represents the tth token in the response y, and y<t represents the tokens generated
before the current yt token.

The Trust Region Policy Optimization (TRPO) algorithm is widely used for optimizing poli-
cies [13].

maximize
θ

E
[

πθ(y|x)
πθref (y|x)

A
]
,

s.t. E [KL [πθref (· | x) , πθ (· | x)]] ≤ δ.
(2)

The reference model, denoted by πθref , undergoes supervised fine-tuning in the initial stage. A
estimates the advantage function, which represents the reward model in our case, and KL(·) is the
Kullback-Leibler divergence. The key idea behind TRPO is to transform the original constrained
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optimization problem into an unconstrained problem by introducing a penalty term, i.e., the
method of Lagrange multipliers, to the objective function [13, 14]. The objective function is
maximized by optimizing the policy πθ in order to solve the problem of RLHF.

maximize
θ

E
[
πθ (y | x)
πθref (y | x)A− βKL [πθref (· | x) , πθ (· | x)]

]
, (3)

where β is an adaptive coefficient that controls the penalty degree. The penalty term, also
known as entropy bonus, is of great importance as it prevents the policy πθ from deviating too
far away from the original reference πθref .

3 Proposed Method

As shown in Figure 1, there are three steps for RLHF: supervised fine-tuning (SFT), reward
learning, and policy optimization. The SFT significantly improves the models’ abilities across
different domains. The reward model is trained on human preference data and can rank prefer-
ences. The language model is ultimately fine-tuned to enhance its performance and maximize
the overall reward. During the process of collecting more preference data, the models’ responses
are aligned with human preferences and values through a sequence of reward learning and policy
optimization. We will now discuss each part in detail.
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Figure 1: The three-step diagram of the RLHF. Image by courtesy of Ouyang et al. [4].

3.1 Supervised Fine-tuning

The first stage is SFT. The language model πθ is fine-tuned on a diverse and high-quality dataset
DSFT consisting prompt x and ground truth response y. This step is well-known as instruction
tuning. The goal is to maximize the log-likelihood of response y, conditioned on the prompt x.
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Lπθ
(θ) =

∑
(x,y)∈DSFT

logP (y | x). (4)

3.2 Reward Learning

Based on the above TRPO framework, a reward model rϕ is introduced for human preferences
representation. Typically, the Bradley-Terry Model is employed to connect rewards with human
rating preferences, which estimates the probability of the preferred response yw being better
than the dispreferred response yl [5].

P (yw ≻ yl | x) = exp (rϕ (x, yw))

exp (rϕ (x, yw)) + exp (rϕ (x, yl))

= σ (rϕ (x, yw)− rϕ (x, yl)) ,

(5)

in which σ is a logistics function, e.g., sigmoid function.

Given a collection of preference data D = {(x, yw, yl)}, the reward model is learned by minimizing
the binary ranking loss, i.e., the negative log-likelihood, as follows.

Lrϕ (ϕ) = −E(x,yw,yl)∼D [logσ (rϕ (x, yw)− rϕ (x, yl))] . (6)

In practice, the reward model rϕ is initialized from either a reference model πθref or a reference
model with a random output linear layer.

3.3 Policy Optimization

According to Equation 3, our RLHF goal is to maximize the reward:

Lπθ
(θ) = Ex∼pdata ,y∼πθ

[
rϕ(x, y)− β log πθ(y | x)

πref (y | x)

]
. (7)

The reward model rϕ takes the prompt x and response y as input and outputs a scalar value.

4 Discussions

Four Natural Language Processing (NLP) tasks are used to extensively validate the effectiveness
of the proposed method: continuation text tasks with positive sentiment and physically descrip-
tive language, as well as summarization tasks on the TL;DR and CNN/Daily Mail datasets. It
has been observed that in mock sentiment tasks, it is possible to achieve superior performance
with only a small amount of human-labeled data. Besides, although the model primarily relies
on selective copying to summarize, it manages to maintain response truthfulness. Let’s now
consider the benefits and drawbacks of this approach.

Built upon the TRPO framework, there is a theoretical guarantee that the policy optimization
is converging [13]. Furthermore, its practical effectiveness is another significant advantage. The
state-of-the-art AI models, such as GPT-4 and Claude 3, are fine-tuned using this method for
following instructions and aligning with human preferences [1, 2, 4, 14]. Additionally, separately
optimizing the reward model and policy improves interpretability, encouraging interchangeable
updates in an online fashion. In this way, updating information and human preferences in real
time would pave the road for AGI. Last but not least, RLHF improves the accuracy of machine
learning (ML) models and enhances user satisfaction. Incorporating more human feedback in
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the loop noticeably improves the model’s performance.

Nevertheless, as shown in Section 3, the proposed algorithm involves three separate steps: SFT,
reward learning, and policy optimization. Such a multi-stage framework, although effective, leads
to a time-consuming and laborious training process [7]. Besides, policy optimization is sensitive
to hyperparameters and can result in an unstable training process [7]. Applying different sets
of hyperparameters could achieve local minimum coverage, leading to unsatisfying outcomes.
Furthermore, reference [12] highlights a reward misspecification issue due to narrow distribution
coverage on the human preference dataset. It may produce unpredictable results when presented
with out-of-distribution (OOD) data. Finally, this method is mostly applied to learn separate
rewards, each with a specific optimization goal. It would further complicate the process of
training the model. The issue of how to conduct reward learning when dealing with multiple
objectives and complex goals remains unresolved.

5 Future Work

In the future, policy optimization without explicitly training a reward model is expected to
become more popular due to its simplicity. Recently, there has been an increase in the number
of related works in the field [8–10]. To be more specific, the policy can be directly optimized
to best satisfy human preferences. For instance, reference [7] implicitly parameterizes a reward
model through the theoretically proven relationship between the reward function and the op-
timal policy. In this way, the policy can be directly optimized through human preference or
ranking data, eliminating the need to model rewards. As a result, it significantly reduces the
laborious process of data collection and reward model training.

Additionally, RLHF can be employed to enhance model reliability and robustness by specifically
enforcing consistency. By incorporating consistency-related ranking data, the model’s reliability
can be improved through the RLHF process. In specific, it optimizes the policy from human
preferences to generate more consistent responses with semantics-preserving prompting. How-
ever, effectively collecting human-preferred consistency ranking data is a major challenge behind
this idea. Recently, we have proposed a benchmark database, GSM8K-Consistency, for analyz-
ing the consistency of arithmetic reasoning on GSM8K, a math problem semantics-preserving
perturbation benchmark [15, 16] 1. We believe it can be helpful for evaluating the consistency
of the arithmetic reasoning capability of LLMs [17]. Besides, we have developed PromptCraft, a
toolkit for prompt robustness analysis, with perturbation at the character, word, and sentence
levels, respectively [18] 2. After benchmarking and toolkit construction, we plan to explore the
potential applications of RLHF to improve model reliability and robustness.

Finally, dealing with the challenge of distribution shift when handling OOD samples remains an
open question in this field. According to reference [12], the learned reward model may assign a
higher probability to OOD data because of the narrow distribution coverage of the preference
dataset. As a consequence, it is crucial to develop novel approaches and theoretical foundations
to mitigate reward misspecification in order to improve the robustness of advanced AI systems.

1 The benchmark database is publicly available at https://huggingface.co/datasets/shuyuej/GSM8K-
Consistency for training and performance evaluation.

2 The built toolkit can be accessed at https://github.com/SuperBruceJia/promptcraft
and https://pypi.org/project/promptcraft for future scientific research.
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