
No-reference Image Quality Assessment via
Non-local Dependency Modeling

Shuyue Jia
Dept. of Computer Science

City University of Hong Kong
Hong Kong, China

shuyuejia3-c@my.cityu.edu.hk

Baoliang Chen
Dept. of Computer Science

City University of Hong Kong
Hong Kong, China

blchen6-c@my.cityu.edu.hk

Dingquan Li
Peng Cheng Laboratory

Shen Zhen, China
lidq01@pcl.ac.cn

Shiqi Wang
Dept. of Computer Science

City University of Hong Kong
Hong Kong, China

shiqwang@cityu.edu.hk

Abstract—In this paper, we propose a no-reference image
quality assessment method based on non-local features learned by
a graph neural network (GNN). The proposed quality assessment
framework is rooted in the view that the human visual system
perceives image quality with long-dependency constructed among
different regions, inspiring us to explore the non-local interactions
in quality prediction. Instead of relying on convolutional neural
network (CNN) based quality assessment methods that primarily
focus on local field features, the GNN aiming for non-local
quality perception facilitates modeling such long-dependency. In
particular, we first adopt superpixel segmentation for the graph
nodes construction. Subsequently, a spatial attention module is
proposed to integrate the long- and short-range dependencies
among the nodes of the whole image. The learned non-local fea-
tures are finally combined with the local features extracted by the
pre-trained CNN, achieving superior performance to the features
utilized individually. Experimental results on intra-dataset and
cross-dataset settings verify our proposed method’s effectiveness
and advanced generalization capability. Source codes are publicly
accessible at https://github.com/SuperBruceJia/NLNet-IQA for
scientific reproducible research.

Index Terms—No-reference image quality assessment, human
visual system, non-local modeling, superpixel, graph neural
network.

I. INTRODUCTION

THE image quality assessment (IQA) model objectively
measures the input image quality, playing an essential

role in various computer vision tasks, e.g., image compression,
enhancement, and editing [1], [2]. Compared with the full-
reference (FR) IQA where the reference image should be
available, the no-reference (NR) IQA is much more practical.
However, the absence of reference information brings great
challenges to the NR-IQA. Recently, different NR-IQA models
have been proposed in the literature [3]–[19].

Early NR-IQA methods mainly explored the shared statis-
tical behaviors of natural images, where the quality of the
distorted image can be estimated by evaluating the destruction
of natural scene statistics (NSS). The NSS can be constructed
in different domains, including the spatial domain [3], discrete
cosine transform (DCT) domain [4], and wavelet domain [5].
In [6], [7], the codebook was learned for the quality-aware
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features extraction, getting rid of the handcrafted feature
design. The free-energy principle proposed in brain theory
and neuroscience [20] reveals that the image distortion can
be measured by the discrepancy between the image and its
brain-predicted version. Inspired by such a theory, Zhai et
al. built an internal description of images via a generative
model [8]. Chen et al. restored the distorted image by the
generative adversarial network (GAN), and an attention-driven
approach was introduced to estimate the visual quality [9].

In the deep-learning era, the convolutional neural network
(CNN) has demonstrated superior prediction performance for
IQA [10]–[15]. To begin with, deep features from CNN
were derived for visual quality estimation. Kang et al. [10]
proposed a shallow CNN to extract the learned quality-aware
features. In particular, distortion type identification is also in-
volved, casting the method into a multi-task learning paradigm.
Zhang et al. [11] introduced a bilinear pooling layer to fuse
the distortion type and object semantic information. Su et al.
employed a self-adaptive hyper network to learn the perceptual
rules and content [12]. Wu et al. proposed a cascaded CNN
model motivated by the hierarchical degradation process of
the human visual system (HVS) [13]. Besides, to train a
more robust CNN by increasing the amount of data, the
rank-based methods [16]–[19] attract much attention as the
training samples can be significantly enriched in a paired
manner. In [16], Ma et al. adopted the discriminative image
pairs for quality ranking learning. The Siamese network was
utilized in [17] to process a ranked image pair. The learned
network was further finetuned for quality regression. Built
upon CNN, recently, the graph learning and non-local feature
extraction methods were also presented for NR-IQA [14], [15].
Sun et al. [14] introduced graph representation learning to
model the relationship of different distortions. However, such
a model was not specifically designed to extract the non-local
features. Golestaneh et al. proposed to construct the non-local
representation via a Transformer architecture [15], revealing
that the non-local information plays an essential role for IQA.
Nevertheless, there are still improving spaces for their method
since the non-local information was only extracted from the
high-level semantic feature maps.

The HVS perceives the image quality by capturing local dis-
tortions and aggregating non-local dependencies [15], [21]. In
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Fig. 1. The overview of the proposed NLNet. (i) The input image is pre-processed. (ii) A two-stage GNN approach is presented for the non-local feature
extraction and long-range dependency construction among different regions. The first stage aggregates local features inside superpixels. The following stage
learns the non-local features and long-range dependencies among the graph nodes. It then integrates short- and long-range information based on an attention
mechanism. The means and standard deviations of the non-local features are obtained from the graph feature signals. (iii) Local feature means and standard
deviations are derived from the pre-trained VGGNet-16 considering the hierarchical degradation process of the HVS. (iv) The means and standard deviations of
the local and non-local features are fused to deliver a robust and comprehensive representation for quality assessment. Besides, the distortion type identification
loss Lt, quality prediction loss Lq , and quality ranking loss Lr are utilized for training the NLNet. During inference, the final quality of the image is the
averaged quality of all the non-overlapping patches.

particular, the strong dependencies among neighborhood pixels
carry essential information of the structure of objects, which is
sensitively perceptive by HVS for quality evaluation [22]. On
the other hand, the non-local features have also been revealed
to play complementary roles in human quality rating [23].
Following this vein, for the exploration of local quality clues, a
pre-trained VGGNet [24] is adopted, whose effectiveness has
been validated in acquiring the highly quality-aware features
and is widely used for both FR-IQA tasks [1] and NR-IQA
tasks [17]. Nevertheless, there is a strong inductive bias in
CNN, i.e., locality. First, the CNN filters extract features
mainly from the local neighborhoods. Thus, it is hard to catch
the non-local features and long-range dependencies among
pixels and regions from the image [25]. Moreover, since the
content in an image is multi-scale and space-variant [22], the
CNN filters equally process it which should be treated dis-
tinguishingly. Furthermore, CNN fails to model the geometric
and relational causal dependencies [26]. As such, suffered by
the local priors to CNN, the non-local information is usually
absent. To account for this, we further design a superpixel-
based graph neural network (GNN) approach to capture the
non-local features. Finally, the local and non-local features are
fused for image quality regression. Experimental results have
demonstrated the complementary role of the local and non-
local features, and superior performances can be achieved by

combining the two types of features. The main contributions
of this paper are summarized as follows,

• We propose a novel NR-IQA framework based on the
GNN. The non-local behavior of natural images is empha-
sized and learned in our proposed Non-Local dependency
Network (termed as NLNet).

• The spatial attention module is introduced to integrate
the information of long- and short-range communications
among graph nodes of the entire image.

• Extensive experimental results reveal that the proposed
NLNet manages to extract the non-local information for
quality prediction, and the superior performance in cross-
dataset settings verifies the high generalization capability
of our proposed method.

II. PROPOSED NR-IQA METHOD

This work presents a hybrid of local and non-local fea-
ture extractions to assess the image quality. We propose
a superpixel-based GNN to learn the non-local features
and capture long-range dependencies. Meanwhile, a pre-
trained VGGNet-16 is employed to extract local features
from spatially-proximate neighborhoods. Finally, the non-local
features from GNN and local features from CNN are fused
to predict the quality. In the following paragraphs, we first
introduce the superpixel segmentation. Then, the construction



of GNN is provided, and finally, the local and non-local feature
fusion is elaborated.

A. Superpixel Segmentation

A superpixel is a group of pixels with similar visual
characteristics, such as color, intensity, and spatial adjacency.
Superpixels can be represented as graphs and processed via
graph learning methods, e.g., GNN [27]. Compared with
features derived from the standard pixel grids, superpixels can
be adaptive to regional content and generate more meaningful
representations. Thus the NSS can be well-exploited, which
has been validated for FR-IQA [28], [29]. Our method explores
the effectiveness of feature extraction from superpixels for NR-
IQA. In this work, we adopt the Simple Linear Iterative Clus-
tering (SLIC) algorithm to generate superpixels on account
of its efficient computation and exceptional adherence to the
boundaries of objects [28], [29].

B. Non-local Modeling via GNN

We propose to extract the non-local features by GNN in a
two-stage manner. In the first stage, a GNN layer is constructed
to aggregate features within superpixels. In the second stage,
the learned spatial features are integrated with a multi-head
self-attention. We elaborate on the two stages as follows.

a) Graph Construction: Supposing N superpixels are
constructed by the segmentation, we construct an undirected
and weighted graph denoted as G, and the superpixels are
treated as nodes. Thus, G = {V,E,A}. In particular, V
denotes nodes (vertices), and |V| = N . E denotes edges
(links) that connect nodes V. The adjacency matrix A contains
weights (correlations) between nodes V.

b) Self-Attention for Nodes Integration: To capture the
long and short-range dependencies between different nodes,
the self-attention mechanism is introduced in GNN, which is
defined as follows,

hl+1
i = ELU

 ∑
j∈N (i)

αl
ijW

lhl
j

 . (1)

αl
ij denotes the normalized attentional weight between node

j and node i in the lth layer. Herein, N (i) means the
neighborhood of the ith node, and hl

j are the features of the jth

node in the lth layer. Wl is a trainable matrix, and we consider
the Exponential Linear Unit (ELU) [30] as the activation
function. In Eqn. (1), αl

ij can be computed as follows,

αl
ij =

exp
(
alij
)∑

k∈N (i)

exp
(
alik
) , (2)

alij = LeakyReLU
(
FC
([

Wlhl
i∥W

lhl
j

]))
. (3)

alij is an attentional coefficient representing the importance
of node j to the center node i. alij is derived by the con-
catenation of the mapped features Wlhl

i and Wlhl
j with a

fully-connected neural network FC(·). The Leaky Rectified
Linear Unit (Leaky ReLU) [31] is considered here as the

activation function. We further adopt the multi-head self-
attention mechanism for stable training [32]:

hl+1
i =

M

∥
m=1

ELU

∑
j∈Ni

αl,m
ij Wl,mhl

j

 , (4)

where M is the number of heads. It should be noted that
although the learnable weight Wl,m is shared among nodes,
the graph attention layer aggregates features of each node with
distinctions via different attentional coefficients αl,m

ij [32],
highly improving the learning capacity of the GNN. After the
aggregation, we normalize the acquired features of each node
to alleviate the variance inflammation and prevent gradient
vanishing [33] as follows,

NodeNorm (xi) =
xi,j{(

1
F−1

∑F
j=1(xi,j − x̄i)2

)1/2}1/p

+ C ′

.

(5)
xi ∈ R1×F represents graph signals of the ith node. xi,j

denotes the jth feature of the ith node, and x̄i =
∑F

j=1 xi,j/F

is the standard deviation of features in the ith node. p is
a constant, and C ′ is a small positive constant to stabilize
training. Finally, the means and standard deviations of the deep
visual features are obtained from the graph attention layers,

µj =
1

N

N∑
i=1

xi,j , (6)

σj =

(
1

N − 1

N∑
i=1

(xi,j − µj)
2

) 1
2

, (7)

in which µx = [µ1, · · · , µF ] ∈ R1×F denote the mean inten-
sities of each graph feature layer, and σx = [σ1, · · · , σF ] ∈
R1×F represent the standard deviations of features. By com-
bining the feature means µx and standard deviations σx along
the feature dimension, the non-local features fn are extracted
for the overall image quality estimation.

C. Local Modeling via CNN

In addition to the non-local features fn learned by the GNN,
we further adopt the VGGNet-16 which is pre-trained on the
ImageNet [24] as the backbone for local feature extraction.
In particular, we discard the fully-connected layers, and the
multi-scale features at five stages are utilized. We denote the
extracted local features as fl.

D. Feature Fusion and Objective Functions

Finally, we concatenate the non-local features fn and local
features fl along the channel dimension to form a robust and
comprehensive representation of the overall image quality. The
combined features are denoted as fg = [fn ∥ fl], and further
processed by a fully-connected layer for quality prediction.

The local modeling and non-local modeling modules are
jointly trained in an end-to-end manner. For the model learn-
ing, the quality prediction loss Lq , ranking loss Lr, and
distortion type classification loss Lt are conducted. In detail,



we employ the Huber Loss [34] (denoted as HuberLoss) for
quality evaluation, which is less sensitive to noise than the L2

loss [13]. The Lq , Lr, and Lt are defined as follows,

Lq =
1

B

∑
k

HuberLoss(q̂k − qk), (8)

Lr =
1

B(B − 1)/2

∑
j<k

HuberLoss ((q̂j − q̂k)− (qj − qk)) ,

(9)

Lt = − 1

B

B∑
i=1

D∑
d=1

pid ln p̂id, (10)

where B denotes the batch size, q̂j and q̂k are the predicted
quality scores of two different images, and qj and qk are their
corresponding MOSs. In Eqn. (10), for the ith image inside
the batch, pid is the label probability of the dth distortion
type, and p̂id is the predicted probability of the dth type.
Herein, we adopt the cross-entropy loss for the distortion
type classification. In particular, we map the fg to a hidden
representation via a fully-connected layer. Then, the hidden
features are mapped to D neurons, where D denotes the
number of distortion types. In summary, the overall objective
function is as follows,

L = θ × Lq + Lr + Lt +
ρ

2P
∥W∥2, (11)

where θ is a hyper-parameter that leverages the importance
of quality prediction loss, W are the network parameters, P
denotes the number of network parameters, and ρ is the weight
decay rate.

III. EXPERIMENTAL VALIDATIONS AND ANALYSIS

A. Implementation Details

In this work, we perform the superpixel segmentation on
the cropped patches (112× 112) with the size of superpixels
set by 8 × 8. In the GNN construction phase, we uniformly
sample 60 nodes from each superpixel to aggregate local
features within superpixels. We apply the cosine similarity
among the aggregated features of superpixels to measure the
correlations and similarities. To build a graph for non-local
feature integration, we empirically set a threshold of 0.70.
There is an edge if the similarity between two superpixels is
greater than the threshold. Otherwise, there is no connection.
We employ the initial connection for each layer to prevent
the over-smoothing problem [35]. Besides, half of the total
nodes, i.e., 100 nodes, are uniformly sampled to aggregate the
non-local features [25].

We utilize 32 hidden neurons inside FC(·) in Eqn. (3) to
map the input normalized RGB values to a hidden representa-
tion. Besides, the number of heads M is set as 4, and the GNN
layer is parallelly implemented for stable and faster training.
In Eqn. (5), we set p = 2, and C ′ to 1×10−5. The number of
neurons inside the fully-connected layer for quality prediction
and distortion type classification is 512 before the final output
layer. The batch size B is 4. We train the model using the

TABLE I
BRIEF SUMMARY OF THE LIVE, CSIQ, AND TID2013 DATABASES

Database LIVE CSIQ TID2013

Number of Reference Images 29 30 25
Number of Images 779 866 3,000
Number of Distortion Types 5 6 24
Number of Distortion Levels 5 ∼ 8 3 ∼ 5 5
Annotation DMOS DMOS MOS
Range [0, 100] [0, 1] [0, 9]

TABLE II
PERFORMANCE COMPARISONS ON THE LIVE, CSIQ, AND TID2013

DATABASES

Method LIVE CSIQ TID2013
SRCC PLCC SRCC PLCC SRCC PLCC

BRISQUE (2012) [3] 0.939 0.935 0.746 0.829 0.604 0.694
CORNIA (2012) [6] 0.947 0.950 0.678 0.776 0.678 0.768
M3 (2015) [40] 0.951 0.950 0.795 0.839 0.689 0.771
HOSA (2016) [7] 0.946 0.947 0.741 0.823 0.735 0.815
FRIQUEE (2017) [41] 0.940 0.944 0.835 0.874 0.68 0.753
DIQaM-NR (2018) [42] 0.960 0.972 - - 0.835 0.855
DB-CNN (2020) [11] 0.968 0.971 0.946 0.959 0.816 0.865
HyperIQA (2020) [12] 0.962 0.966 0.923 0.942 0.729 0.775
GraphIQA (2022) [14] 0.968 0.970 0.920 0.938 - -
TReS (2022) [15] 0.969 0.968 0.922 0.942 0.863 0.883
NLNet (Proposed) 0.962 0.963 0.941 0.958 0.856 0.880

Adam optimizer [36] for 100 epochs over all the experiments
with a learning rate of 1× 10−4 which is reduced by 5 every
20 epochs. In Eqn. (11), the weight decay rate ρ is 5× 10−4,
and θ is set as 100.

B. Evaluation Databases and Criteria

1) Evaluation Databases: The proposed NLNet is evalu-
ated on three natural image IQA benchmarks, including the
LIVE [37], CSIQ [38], and TID2013 [39] databases. In Table I,
a lower Difference Mean Opinion Score (DMOS) indicates a
better quality, whereas the Mean Opinion Score (MOS) is the
opposite.

2) Experiments Settings: For intra-database experiments,
we randomly split the reference images into 60% training,
20% validation, and 20% testing, and 10 random splits of
the reference indices are performed to avoid bias. We report
the median performances on the testing set. Furthermore,
for the cross-database experiments, one database is used as
the training set, and the other databases are the testing sets.
The performance of the model in the last epoch is reported.
The images are cropped to several patches with the size of
112×112 during training. All the cropped patches are utilized
in the testing phase, and the final prediction results are their
average. The Pearson Linear Correlation Coefficient (PLCC)
and Spearman Rank-order Correlation Coefficient (SRCC) are
used to evaluate model performance.

C. Performance Evaluations on Each Individual Database

In Table II, we present the performance comparisons with
several NR-IQA methods. The reported performances are
derived from the corresponding papers. We report the results
of the DIQaM-NR from [42] which is the no-reference DIQaM



TABLE III
CROSS-DATABASE PERFORMANCE COMPARISONS

Training LIVE CSIQ TID2013
Testing CSIQ TID2013 LIVE TID2013 LIVE CSIQ

BRISQUE (2012) [3] 0.562 0.358 0.847 0.454 0.790 0.590
CORNIA (2012) [6] 0.649 0.360 0.853 0.312 0.846 0.672

M3 (2015) [40] 0.621 0.344 0.797 0.328 0.873 0.605
HOSA (2016) [7] 0.594 0.361 0.773 0.329 0.846 0.612

FRIQUEE (2017) [41] 0.722 0.461 0.879 0.463 0.755 0.635
DIQaM-NR (2018) [42] 0.681 0.392 - - - 0.717
DB-CNN (2020) [11] 0.758 0.524 0.877 0.540 0.891 0.807
HyperIQA (2020) [12] 0.697 0.538 0.905 0.554 0.839 0.543

NLNet (Proposed) 0.771 0.497 0.923 0.516 0.895 0.730

TABLE IV
THE RESULTS OF ABLATION STUDY

Non-local block Lr Lt PLCC ↑ ∆ SRCC ↑ ∆
✓ ✓ ✓ 0.941 - 0.958 -

✓ ✓ 0.936 -0.005 0.951 -0.007
✓ 0.916 -0.025 0.938 -0.020
✓ ✓ 0.929 -0.012 0.945 -0.013
✓ ✓ 0.934 -0.007 0.947 -0.011

model. From the table, we can observe that the deep-learning
based methods, such as the DB-CNN [11], HyperIQA [12],
and TReS [15], usually achieve superior performances than
the handcrafted feature based methods, as more quality-aware
features can be learned from the data. Compared with the
GraphIQA [14] where the GNN is also utilized, we achieve a
significant SRCC improvement (0.941 vs. 0.920) on the CSIQ
database. Our method presents a higher subjective opinions
consistency than the latest method TReS [15] on both the
LIVE and CSIQ databases. The comparable performances on
the TID2013 database further verify the effectiveness of our
method. The reason may lie in that the non-local features
deliver a robust representation of the visual quality.

D. Cross-Database Evaluations

We further analyze the generalization capability of our
model in a cross-database manner. As shown in Table III, our
method achieves the best performances in terms of both SRCC
and PLCC on the LIVE (Train) → CSIQ (Test), CSIQ (Train)
→ LIVE (Test), and TID2013 (Train) → LIVE (Test) settings.
As shown in Table III, we can observe the setting that training
on the CSIQ or LIVE database and testing on the TID2013
database is much more challenging, as many distortion types
in the TID2013 database are unseen during training. However,
our method still achieves a comparable performance. The
superior performance in the cross-database settings reveals
the high generalization capability of our method, making our
method to be more practical in real applications.

E. Ablation Study

To verify the functionalities and effectiveness of different
components in our model, we conduct an ablation study
on the CSIQ database. The experimental results are shown
in Table IV. As shown in the table, when we ablate the
non-local block from the NLNet, a performance drop can
be observed, revealing that the non-local modeling plays an

TABLE V
VALIDATION PERFORMANCES REGARDING DIFFERENT

HYPERPARAMETERS IN NLNET

Setting Num. of
heads

Num. of
neurons

Num. of
layers SRCC PLCC

1 1 32 3 0.936 0.953
2 4 32 3 0.941 0.958
3 8 32 3 0.938 0.949

4 4 16 3 0.933 0.953
5 4 32 3 0.941 0.958
6 4 64 3 0.932 0.950

7 4 32 2 0.932 0.949
8 4 32 3 0.941 0.958
9 4 32 4 0.936 0.952

essential and complementary role to the local modeling. In
addition, we explore the importance of the quality ranking
loss Lr or the distortion type identification loss Lt. The
ablation result shown in Table IV reveals that the rank learn-
ing and distortion type identification contribute to the final
performance improvement. We believe the reason may lie in
that more discriminative features can be obtained when the
quality ranking and distortion identification are performed.
Overall, we can conclude that each component of our method
provides an influential contribution to the final performance
achievement.

Moreover, the multi-head self-attention module is intro-
duced in our method. To verify its effectiveness, we further
compare our method with only single-head attention utilized
(Num. of heads is 1) in Table V. Again, the performance drops
in terms of both PLCC and SRCC. However, the performance
will not be improved when the head number increases which
may be led by the over-fitting problem due to more parameters
introduced. The best number of heads we finally adopt is 4.
Furthermore, as shown in the settings 4 ∼ 6 and settings
7 ∼ 9 of Table V, we also explore the optimal numbers of
neurons and GNN layers on the CSIQ database, and the best
performance can be achieved when we set the numbers of
neurons and GNN layers as 32 and 3, respectively.

IV. CONCLUSION

In this paper, we propose a non-local modeling method for
NR-IQA inspired by HVS usually perceives image quality with
long-range dependencies. The non-local features and long-
range dependencies are learned via a two-stage superpixel-
based graph neural network, which plays a complementary role
with the local modeling. Experimental results on different IQA
datasets demonstrate the effectiveness of the proposed method.
The superior performance in the cross-dataset setting reveals
the high generalization capability of our method, shedding
light on the exploration of the generalized NR-IQA models.
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