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Visual Quality Assessment: Synthetic and Authentic Distortions

Part 1: Background
Image Quality Assessment (IQA) and Distortions

Reference/Pristine Image Distorted Image
by Gaussian Noise
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Motion Blur
by Low Shutter Speed



Part 1: Background
IQA Category and Problem Definition

Reference Image

Distorted Image

Image Quality

…
Features of 

Reference Image

Full Reference
IQA

Reduced
Reference IQA

No Reference
(Blind) IQA

Image Credit: TID2013 Database; Quote Credit: British Physicist William Thomson
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Image Quality Assessment Automatically measure the input image’s visual quality

Synthetic Distortion Synthetically generated distortions
(mainly global uniform distortions)

Authentic Distortion
Images captured in the wild 

include various content and diverse types of distortions 
(global uniform distortions & local non-uniform distortions)

“If you can't measure it, you can't improve it.”
— William Thomson

Oh! This image looks
excellent/good/fair/

poor/bad!

https://www.sciencedirect.com/science/article/pii/S0923596514001490
https://www.wikiwand.com/en/William_Thomson,_1st_Baron_Kelvin
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Reference ImageDe-blurred Image

Evaluation
or

Optimization

PSNR
SSIM
LPIPS

Part 1: Background Image Quality Assessment Roles

Quality Assessment

Performance 
Evaluation

Optimization

Professional 
Generated 

Content (PGC)

User 
Generated 

Content (UGC)

AI Generated 
Content (AIGC)

IQA Roles

Image 
Quality

Blurred Image



1. Signal Fidelity Approaches
Mean Squared Error (MSE) and Peak Signal-to-Noise Ratio (PSNR)

2. Bottom-Up Approaches
Separately model each basic module of the Human Visual System (HVS)

3. Top-Down Approaches
Directly imitate the function of HVS as a single model

Part 2: Related Works – Full-reference IQA

Credit: Wang et al., Image Quality Assessment: From Error Visibility to Structural Similarity, In IEEE T-IP’04
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A prototypical quality assessment system based on error sensitivity.
Image by courtesy of Wang et al.
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𝐼!: the number of pixels in the image; 𝑥" and 𝑦" are the 𝑖#$ pixels of the ref. and dis. images.

https://ieeexplore.ieee.org/document/1284395


Part 2: Related Works
General Framework – Reduced-reference IQA

Credit: Wang et al., Reduced- and No-Reference Image Quality Assessment, In IEEE Signal Processing Magazine’11

Feature Extraction in the Spatial Domain and Transform Domain

7

A general framework of an RR image or image QA system.
Image by courtesy of Wang et al.
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https://ieeexplore.ieee.org/document/6021882


Part 2: Related Works – No-reference (Blind) IQA

• Distortion-Specific Modeling
Aware of image distortion types → build distortion-specific models

• General NR-IQA Modeling
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Natural Scene Statistics (NSS) Modeling

Feature Extraction in the Spatial Domain and Transform Domain

Human Visual System (HVS) Modeling

CNNs Modeling Methods
Assisted with visual importance information, reference image information during 

training, ranking-based methods, graph representation learning, etc.

Codebook-based Modeling

Constructing a Codebook



Taking Convolutional Neural Networks (CNNs) as an example

Part 3: Local Modeling Analyses of Natural Images

Convolutional Neural NetworksInput Image Image Quality

9

• Advantages

ü Pooling → Translation invariance

ü Convolution → Translation equivalence

ü Weight sharing → Sharable and fewer parameters

• Limitations

ü Small-sized receptive field → Extracted features are too local

ü Parameters fixed across the whole image → Image content is equally treated

ü Lack of geometric and relational modeling → Missing complex relations and dependencies



Part 3: Non-local Modeling Analyses of Natural Images
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Image Credit: LIVEC and TID2013 Databases

• Advantages

ü Non-local statistics (natural scene statistics) → Perceptually relevant to HVS

ü Non-local dependency and relational modeling → Semantics and content understanding

ü Effective image-specific prior → Reflect the statistical property of the world

• Motivations

ü HVS → Adaptive to the local content

ü HVS perceives image quality → Long-range dependency constructed among different regions

Non-local DependencyLocal Feature Extraction

https://ieeexplore.ieee.org/document/7327186
https://www.sciencedirect.com/science/article/pii/S0923596514001490


Part 4: Proposed Non-local Modeling Method
NLNet Architecture
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Image Credit: TID2013 Database

https://www.sciencedirect.com/science/article/pii/S0923596514001490


Part 4: Proposed Method
Local Modeling
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1. Architecture

Pre-trained VGGNet features: “unreasonable” effectiveness in measuring perceptual quality [1]

2. Model Input
Randomly cropped image patches with the size of 112 × 112 × 3

3. Feature Extraction
Quality-aware features: hierarchical feature means and standard deviations [2]

Experimental Results: 0.936 PLCC and 0.951 SRCC on the CSIQ Database

Pre-trained VGGNet-16Input Patch

Hierarchical Degradation Process of HVS

Credit: [1] Zhang et al., The Unreasonable Effectiveness of Deep Features as a Perceptual Metric, In CVPR’18
[2] Ding et al., Image Quality Assessment: Unifying Structure and Texture Similarity, In IEEE T-PAMI’20

112
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12
× 3

112
× 1
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× 6
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28
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7 ×
512

3 ×
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https://openaccess.thecvf.com/content_cvpr_2018/papers/Zhang_The_Unreasonable_Effectiveness_CVPR_2018_paper.pdf
https://ieeexplore.ieee.org/abstract/document/9298952/


Part 4: Proposed Method
Non-local Modeling

Image Credit: TID2013 and LIVEC Databases

Convolution
Pixel-to-Pixel

Modeling

Non-Local
Object-to-Pixel

Modeling

Spatial Weighting Functions

Spatial Integration of Information
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Local Modeling Encodes Spatially Proximate Local Neighborhoods

Non-local Modeling Establishes Spatial Integration of Information by Long- and Short-
Range Communications with different Spatial Weighting Functions

Local region feature extraction and non-local
dependency feature extraction.
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https://www.sciencedirect.com/science/article/pii/S0923596514001490
https://ieeexplore.ieee.org/document/7327186


Part 4: Proposed Method
Superpixel Segmentation

Superpixel vs. Square Patch

ü Adherence to Boundaries

ü Visually Meaningful

ü Accurate Feature Extraction

Image Credit: TID2013 Database
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(a) (b)

(c) (d)

The superpixel vs. square patch representation
(a/b: Gaussian Blur, c/d: Gaussian Noise)

https://www.sciencedirect.com/science/article/pii/S0923596514001490


(a) (b)

(c) (d)

Image Credit: TID2013 Database

Flat Gaussian Blur

Gaussian Noise

Reference
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Part 4: Proposed Method
Superpixel Segmentation

The superpixel vs. square patch representation
(a/b: Gaussian Blur, c/d: Gaussian Noise)

https://www.sciencedirect.com/science/article/pii/S0923596514001490


(a) (b)

(c) (d)

Image Credit: TID2013 Database

Texture

Reference

Gaussian Blur

Gaussian Noise
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Part 4: Proposed Method
Superpixel Segmentation

The superpixel vs. square patch representation
(a/b: Gaussian Blur, c/d: Gaussian Noise)

https://www.sciencedirect.com/science/article/pii/S0923596514001490


Part 4: Proposed Method
Non-local Modeling
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1. Architecture

Graph Nodes Construction → Non-local Feature Aggregation

2. Model Input
Superpixel-segmented cropped patches with the size of 112 × 112 × 3 (superpixel size ≈ 8 × 8)

3. Feature Extraction
Local feature aggregation: complete graph

Non-local feature aggregation: dense graph measured by Cosine similarity

Experimental Results: 0.625 PLCC and 0.577 SRCC on the CSIQ Database

Two-stage Graph Neural Network

Input Patch with
Superpixel Segmentation

Superpixel

Stage One:
Local Feature 
Aggregation

Stage Two:
Non-Local Feature 

Aggregation

Cosine

Similarity

Image Credit: TID2013 Database

https://www.sciencedirect.com/science/article/pii/S0923596514001490


Part 4: Proposed Method
Non-local Behavior Visualization

Object-to-Pixel Modeling
Region Feature Extraction

Non-local
Dependency & Relational

Modeling

Semantics and Content
Understanding
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The non-local behavior of the long-range dependency and relational modeling.
(a) The plane image with a query on wings. (b) The boat image with a query on the 
nearby river bank. (c) The Statue of Liberty image with a query on the lady. (d) The 

shrooms image with a query on one shroom. (e) The butterfly image with a query on 
the wing. (f) The Lafayette Square, Washington, D.C. image with a query on flowers.

(a) (b)

(c) (d)

(e) (f)

The cropped images form (a)

Image Credit: TID2013 and LIVE Databases

The cropped images form (b)

The cropped images form (c)

The cropped images form (d)

https://www.sciencedirect.com/science/article/pii/S0923596514001490
https://ieeexplore.ieee.org/document/1709988


Part 4: Proposed Method
Training Objective Functions and Inference 
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• Training
1. Quality Prediction Loss

Huber Loss

2. Distortion Type Classification Loss
Cross-entropy Loss

3. Quality Ranking Loss
Huber Loss

• Inference
The average quality score of all the non-overlapping patches …

average
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Notations

𝐵 Batch Size

.𝑞' The predicted quality score

𝑞' Mean Opinion Score (MOS)

𝐷 The number of distortion types

𝑝",)
The label probability of the 

𝑑#$ distortion type

𝑝̂",)
The predicted probability of the 

𝑑#$ distortion type

Image Credit: TID2013 Database

https://www.sciencedirect.com/science/article/pii/S0923596514001490


Part 4: Proposed Method
Definition of Global and Local Distortions 

Image Credit: CSIQ and KADID-10k Databases

Global Distortion
(a/e: reference image, b/f: Gaussian Blur, c/g: global 

contrast decrements, d/h: additive pink Gaussian noise)

Local Distortion
(a/d/g: reference image, b/e/h: non
eccentricity patch, c/f/i: color block)

Non-Local Recurrence

Local Distortion
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Global 
Distortion

Globally and Uniformly Distributed distortions with 
Non-Local Recurrences over the image

Local 
Distortion Local Nonuniform-Distributed distortions in a Local Region

(a) (b) (c) (d)

(e) (f) (g) (h)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

https://www.spiedigitallibrary.org/journals/journal-of-electronic-imaging/volume-19/issue-1/011006/Most-apparent-distortion--full-reference-image-quality-assessment-and/10.1117/1.3267105.short?SSO=1
https://ieeexplore.ieee.org/document/8743252


Image Credit: LIVE, CSIQ, TID2013, and KADID-10k Databases

• Databases
LIVE, CSIQ, TID2013, and KADID-10k

• Experimental Settings
Intra-Database Experiments: 

→ 60% training

20% validation

20% testing

With “random” seeds from 1 to 10

→ Median PLCC and SRCC are reported.

Cross-Database Evaluations: 

→ One database as the training set

The other databases as the testing set

→ Report the last epoch’s performance

• Evaluation Metrics
PLCC (Prediction Accuracy)
SRCC (Prediction Monotonicity)

Screen
Content
Image

Natural
Images
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(a) LIVE Database (b) CSIQ Database 
(c) TID2013 Database (d) KADID-10k Database

A brief summary of the LIVE, CSIQ, TID2013, 
and KADID-10k databases.

(a) (b)

(c) (d)

Part 4: Proposed Method
Experimental Setup

https://ieeexplore.ieee.org/document/1709988
https://www.spiedigitallibrary.org/journals/journal-of-electronic-imaging/volume-19/issue-1/011006/Most-apparent-distortion--full-reference-image-quality-assessment-and/10.1117/1.3267105.short?SSO=1
https://www.sciencedirect.com/science/article/pii/S0923596514001490
https://ieeexplore.ieee.org/document/8743252


Part 4: Proposed Method
Intra-Database Experiments

SOTA
Transformer
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Performance comparisons on the LIVE, CSIQ, and TID2013 
databases. The top two results are highlighted in bold.

Performance comparisons on the KADID-10k database.
The top two results are highlighted in bold.

Fewer Training Data
↓ 20% Total Data

↑ Highly Competitive Performance



Part 4: Proposed Method
Cross-Database Evaluations

Similar 
Distortions

TID2013:
More Distortion Types & Levels
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Cross-database performance comparisons.



Part 4: Proposed Method 
Single Distortion Type Evaluation on the LIVE Database

Image Credit: LIVE Database

Global 
Distortion

Noisy &
Compressed

Images

Local
Distortion

Non-local
Recurrence
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The average SRCC and PLCC results of the individual distortion type 
on the LIVE database. The top two results are highlighted in bold.

Demonstrations of the global distortions (a/e: reference image, b/f: white 
noise and c/g: JPEG) and local distortions (d/h: fast fading Rayleigh)

(b)

(c)

(d)

(f)

(g)

(h)

(a) (e)

https://ieeexplore.ieee.org/document/1709988


Part 4: Proposed Method 
Single Distortion Type Evaluation on the CSIQ Database

Image Credit: CSIQ Database

Global 
Distortions

Noise-Related
Distortions
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The average SRCC and PLCC results of the individual 
distortion type on the CSIQ database. 

The top two results are highlighted in bold.

Demonstrations of the global distortions 
(a/e: reference image, b/f: Gaussian Blur, c/g: global 

contrast decrements, d/h: additive pink Gaussian noise)

(a) (b) (c) (d)

(e) (f) (g) (h)

https://www.spiedigitallibrary.org/journals/journal-of-electronic-imaging/volume-19/issue-1/011006/Most-apparent-distortion--full-reference-image-quality-assessment-and/10.1117/1.3267105.short?SSO=1


Part 4: Proposed Method
Single Distortion Type Evaluation on the TID2013 Database

Image Credit: TID2013 Database

↑8.4%
↑7.5%

↑12.8%
↑11.8%

↑3.2%
↑1.0%
↑1.2%
↑4.1%

↑1.7%
↑1.1%

↑1.1%
↑5.5%

↑3.3%
↑10.2%
↑34.6%

Noise and Compression-related Distortions
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The average SRCC results of the individual distortion type 
on the TID2013 database. 

The top two results are highlighted in bold.

Demonstrations of the local distortions 
(a/f/h: reference image, b/g/l: JPEG transmission errors, c/h/m: 

JPEG2000 transmission errors, d/i/n: non eccentricity pattern 
noise, e/j/o: local block-wise distortions of different intensity)

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(h)

(l)

(m)

(n)

(o)

https://www.sciencedirect.com/science/article/pii/S0923596514001490


Part 4: Proposed Method
Single Distortion Type Evaluation on the KADID-10k Database

Image Credit: KADID-10k Database

↑6.2%
↑6.3%
↑9.7%

↑1.1%
↑5.0%
↑10.2%
↑1.7%
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The average SRCC results of the individual distortion type on 
the KADID-10k database. The local distortions are highlighted 

in blue, and the top two results are highlighted in bold.

Demonstrations of the local distortions 
(a/d/g: reference image, b/e/h: non-
eccentricity patch, c/f/i: color block)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

https://ieeexplore.ieee.org/document/8743252'


Part 5: Conclusions and Future Directions

Credit: 
[1] Zontak et al., Internal Statistics of a Single Natural Image, In CVPR 2011
[2] Buades et al., A Non-local Algorithm for Image Denoising, In CVPR 2005
[3] Zhou et al., Blind Quality Assessment of Dense 3D Point Clouds with Structure Guided Resampling, Under Review In IEEE TCSVT’23
[4] Zhang et al., A Perceptual Quality Assessment Exploration for AIGC Images, In arXiv
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• Non-local Statistics [1, 2] 

• Non-local Modeling for Quality 
Assessment of 3D Point Clouds [3]

• Quality Assessment of AIGC [4]

• Cross-Dataset 
Setting → High 
Generalization 
Capability

• Handle Global Distortions:
globally and uniformly distributed with 
non-local recurrences
• Maintain sensitivity to Local 

Distortions: local nonuniform-
distributed
• Better assess Noisy and Compressed 

Images Quality

• Non-local Modeling is 
complementary to 
traditional local 
methods

• CNNs’ Local Modeling
features are effective 
and robust Non-local and

Local Modeling
Global and

Local Distortion

Future
Directions

Generalization
Capability

https://ieeexplore.ieee.org/document/5995401
https://ieeexplore.ieee.org/document/1467423
https://arxiv.org/pdf/2208.14603.pdf
https://arxiv.org/pdf/2303.12618.pdf


Thank you very much for your Attention!
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