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§ Scaling Laws and Pre-training

§ Supervised Fine-tuning (SFT)

§ Reinforcement Learning with Human Feedback (RLHF)

§ Chain of Thought (CoT) Prompting

§ Self-consistency Benefits Reasoning of LLMs

Self-Consistency Benefits Large Language Model
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Part 1 − Scaling Laws and Pre-training
§ Neural Scaling Laws: Power-law with model size 𝑵, dataset size 𝑫, and computation power 𝑪. [1]

§ An ability is emergent if it is not present in smaller models but is present in larger models. [2]

Self-Consistency Benefits Large Language Model

Credits:
[1] Kaplan et al., Scaling Laws for Neural Language Models, In arXiv’20.
[2] Wei et al., Emergent Abilities of Large Language Models, In TMLR’22.
[3] MMLU: Massive Multitask Language Understanding - 57 subjects across STEM, humanities, social sciences, and more.
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#
[1] Phase Transition [2]

[3]
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Part 1 − Scaling Laws and Pre-training
§ Vocabulary: Sub-words Tokenization (Byte-Pair Encoding, e.g., “Biden”⟶ tokens “bi” and “den”)
§ [Input] Prompt: A text string description with instructions, goals, or examples

§ Word Embedding: Linear Layer matrix 𝐖 and Layer Normalization
§ Positional Embedding: AliBi [2]

§ Self-attention Blocks: Multi-head Self-attention + Feedforward NN

§ [Output] Token: 𝐖$ and Softmax
§ Large-scale Dataset: multilingual data + codes (Code-davinci-002)
§ Learning Objective:

Self-Consistency Benefits Large Language Model

Credits:
[1] Paaß et al., Foundation Models for Natural Language Processing: Pre-trained Language Models Integrating Media, In Springer Nature’23.
[2] The Technology Behind BLOOM Training.

𝑝 𝑥!|𝑥"!; 𝜃 = softmax 𝐖3𝐱 + 𝐛 ,

𝐿#$ 𝑝 ≔ −𝔼%~' <
!()

*

log 𝑝 𝑥!|𝑥"!; 𝜃 .

A Framework of
Autoregressive LM [1] 

https://shuyuej.com/files/NMT-Subword-Unites.pdf
https://huggingface.co/blog/bloom-megatron-deepspeed
https://huggingface.co/blog/bloom-megatron-deepspeed
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Part 1 − Scaling Laws and Pre-training

Self-Consistency Benefits Large Language Model

Image Credit: Building a TB Scale Multilingual Dataset for Language Modeling.

§ 46 Languages
§ 350 Billion tokens

§ 1.5 TB text data
§ 13% is Codes

(Reasoning and long-range modeling)

High Quantity, Low Quality

https://bigscience.huggingface.co/blog/building-a-tb-scale-multilingual-dataset-for-language-modeling
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Part 1 − Scaling Laws and Pre-training

Self-Consistency Benefits Large Language Model

Image Credit: Open LLM Leaderboard.

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard?source=trendsvc&medium=wordpress
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Self-Consistency Benefits Large Language Model

§ Fluent text generation
§ In-context few-shot learning

§ World knowledge and commonsense
§ Code understanding and generation
§ Complex reasoning
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Part 2 − Supervised Fine-tuning (SFT)

Self-Consistency Benefits Large Language Model

Instruction-following Demonstrations Image Credit: Stanford Alpaca: An Instruction-following LLaMA Model.

§ Instruction Tuning: Fine-tuning an LLM on a collection of tasks described via Instructions [1]

§ Instruction (Describe a task) + Input (Provide further context) → Output Response

§ Allow humans to steer the conversation and constrain the language model’s output to be more 
natural, useful, and aligned with the users’ goals.

§ High Quality, High Diversity, Low quantity

§ 52k data

https://crfm.stanford.edu/2023/03/13/alpaca.html
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Part 2 − Supervised Fine-tuning (SFT)

Self-Consistency Benefits Large Language Model

§ Instruction Tuning: Highly relies on Data Engineering
§ Could fine-tuned by Low-Rank Adaptation (LoRA) [1]or its variants, e.g., QLoRA [2]

§ Unlock, not learn
§ Elicit, not inject

Credits: Image: Dr. Yao Fu, University of Edinburgh.
[1] Hu et al., LoRA: Low-Rank Adaptation of Large Language Models, In ICLR’22.
[2] Dettmers et al., QLoRA: Efficient Finetuning of Quantized LLMs, In arXiv’23.

vs. vs.

https://yaofu.notion.site/Yao-Fu-s-Blog-b536c3d6912149a395931f1e871370db
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Part 3 − Reinforcement Learning with Human Feedback

§ Alignment-focused Fine-tuning

§ Align model behavior with human preferences and values [1]

§ Align LLMs to follow instructions, become more helpful, honest, and harmless (HHH), and 

generate truthful, fair, and safe responses

§ Overrefusing Problem

“Tend to become overly cautious in certain ways, refusing innocuous requests and excessively

hedging or ‘overrefusing’” [2]

Self-Consistency Benefits Large Language Model

Credits:
[1] Ouyang et al., Training language models to follow instructions with human feedback, In arXiv’22.
[2] OpenAI, GPT-4 System Card, In https://cdn.openai.com/papers/gpt-4-system-card.pdf.

https://cdn.openai.com/papers/gpt-4-system-card.pdf
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Self-Consistency Benefits Large Language Model

Diagram Credit: Ouyang et al., Training language models to follow instructions with human feedback, In arXiv’22.

Supervised Fine-tuning 
a pre-trained LLM

Supervised Learning
a Reward Model

Reinforcement Learning
the fine-tuned LLM
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Self-Consistency Benefits Large Language Model

STEP 1
Supervised Fine-tuning (SFT) 

a pre-trained LLM

𝐿"# 𝑝 ≔ −𝔼$~& &
'()

*

log 𝑝 𝑥'|𝑥+'; 𝜃 .

§ Given prompts and desired behavior (demonstrations)
§ 𝐾 is the number of tokens in the output response.

§ Model initialized by the supervised fine-tuned model

Diagram Credits: Ouyang et al., Training language models to follow instructions with human feedback, In arXiv’22.
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Self-Consistency Benefits Large Language Model

Diagram Credits: Ouyang et al., Training language models to follow instructions with human feedback, In arXiv’22.

STEP 2
Preference Sampling and Reward Learning

𝐿@ 𝑟A, 𝒟 = −𝔼 ", B,, B- ~𝒟- log 𝜎 𝑟A 𝑥, 𝑦E − 𝑟A 𝑥, 𝑦@ .

§ 𝑥 is the prompt
§ 𝑦E and 𝑦@ are preferred and disprefered responses

§ 𝑟A is the reward model, initialized by the SFT LLMs
§ 𝜎 is a logistic function
§ Add an extra linear layer on top of final transformer layer

𝑝∗ 𝑦E ≻ 𝑦@ 𝑥 = 𝜎 𝑟A 𝑥, 𝑦E − 𝑟A 𝑥, 𝑦@ .

Bradley–Terry	model:

Learning	Objective: Binary	Classification Task

§ 𝑝∗ is the human preference distribution
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Self-Consistency Benefits Large Language Model

STEP 3
Reinforcement Learning Fine-tuning [1]

max
G.

𝔼"~𝒟,B~G.(B|") 𝑟A 𝑥, 𝑦 − 𝛽𝔻JK 𝜋L 𝑦 𝑥 ||𝜋@MN 𝑦 𝑥 .

§ 𝛽 controlling the deviation from the base reference policy 𝜋@MN
§ 𝜋@MN is the initial SFT model 

§ 𝜋L is the language model policy, initialized by the initial SFT model 

§ Proximal Policy Optimization (PPO) is applied to maximize 𝑟 𝑥, 𝑦 [2]

Credits: [1] Ouyang et al., Training language models to follow instructions with human feedback, In arXiv’22.
[2] Schulman et al., Proximal Policy Optimization Algorithms, In arXiv’17.

𝑟 𝑥, 𝑦 = 𝑟A 𝑥, 𝑦 − 𝛽 log 𝜋L 𝑦 𝑥 − log 𝜋@MN 𝑦 𝑥 .
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Part 4 − Chain of Thought (CoT-prompting)
§ Chain of Thought (CoT): a series of intermediate natural language reasoning steps that lead to 

the final output

§ Mimic an intuitive thought process, and decompose multi-step problems into intermediate steps
§ In context few-shot learning with 8 few-shot exemplars

Self-Consistency Benefits Large Language Model

{Reasoning Paths} → 𝑟

“The answer is X.” → 𝑎

Credits: Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, In NeurIPS’22.
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Part 4 − Chain of Thought (CoT-prompting)
§ Reasoning Tasks: Arithmetic, Commonsense, and Symbolic Reasoning
§ Applied Models: UL2 20B, GPT-3 (text-ada-001 350M, text-babbage-001 1.3B, text-curie-001 6.7B, 

and text-davinci-002 175B), Codex (code-davinci-002 14.8B), LaMDA (422M, 2B, 8B, 68B, and 
137B), and PaLM (8B, 62B, and 540B)

Self-Consistency Benefits Large Language Model

Arithmetic reasoning, GSM8K Symbolic reasoning Commonsense reasoning
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Part 4 − Chain of Thought (CoT-prompting)
§ Significantly enhance the performance of >100B model, worsen the performance of <10B model

Self-Consistency Benefits Large Language Model

Credits: Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, In NeurIPS’22.
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Part 4 − Chain of Thought (CoT-prompting)
§ Significantly enhance the performance of >100B model, worsen the performance of <10B model

Self-Consistency Benefits Large Language Model

Credits: Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, In NeurIPS’22.
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Part 5 − Self-consistency Benefits Reasoning
§ Problem inside Chain of Thought Prompting: naïve greedy decoding strategy [1, 2]

§ Chain of Thought → Chain of Errors

§ Token Sampling Strategy [3]:
1. Random Sampling (Temperature Sampling, T ∈ [0, 1]): randomly select token
2. Top-𝑘 Sampling: select 𝑘 tokens with the highest probability. Hard to choose 𝑘
3. Top-𝑝 Sampling (Nucleus Sampling): smallest set of top candidates with the cumulative 
probability above a threshold, e.g., 𝑝=0.95
4. Greedy Decoding: simply pick the most likely token with the highest possibility
5. Beam Search: keep track the k most probable partial translations and pick the transaction with 
the highest probability (normalized by the number of target words) from the list.

§ Select the most consistent answer by marginalizing out (Voting) the sampled reasoning paths [1]

§ complex reasoning problem typically admits multiple different ways

Self-Consistency Benefits Large Language Model

Credits: [1] Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.
[2] Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, In NeurIPS’22
[3] Paaß et al., Foundation Models for Natural Language Processing: Pre-trained Language Models Integrating Media, In Springer Nature’23.

Image Credit: [3]
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Part 5 − Self-consistency Benefits Reasoning

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

{Reasoning Paths} → 𝑟

“The answer is X.” → 𝑎
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Part 5 − Self-consistency Benefits Reasoning
§ Response Template: “{Reasoning Paths}. The answer is X.”
§ Hypothesis: correct reasoning processes, even if they are diverse, tend to have greater agreement

in their final answer than incorrect processes.
§ Method: Sample-and-Marginalize Decoding
§ Sampling diverse reasoning paths → Aggregate the answers

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.
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Part 5 − Self-consistency Benefits Reasoning
§ Response Template: “{Reasoning Paths}. The answer is X.”
§ Majority Vote (Unweighted Sum):

§ By assuming the weight 𝕝 = 1

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

𝑟

𝑎
𝐫!, 𝐚!

Parser (task dependent)

Reasoning Path

argmax
/
∑0()1 𝕝 𝐚0 = 𝑎 .
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Part 5 − Self-consistency Benefits Reasoning
§ Weighted Vote (Unnormalized): 𝑝 𝐫O, 𝐚O | Prompt, Question

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

𝑟

𝑎 𝐫!, 𝐚!
Parser (task dependent)

Reasoning Path

argmax
/
&
0()

1

𝕝 𝐚0 = 𝑎 × 𝑝 𝐫0 , 𝐚0 | Prompt, Question .
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Part 5 − Self-consistency Benefits Reasoning
§ Weighted Vote (Normalized): 𝑝 𝐫O, 𝐚O | Prompt, Question

§ 𝐾 is the total number of tokens in 𝐫O, 𝐚O
§ Normalize the conditional probability by the output sum

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

𝑟

𝑎
𝐫!, 𝐚!

Parser (task dependent)

Reasoning Path

argmax
/
&
0()

1

𝕝 𝐚0 = 𝑎 × exp
)
* ∑!"#

$ 345 6 7!|9:4;<=, ?@AB=C4D, 7# ,…, 7!%#
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Part 5 − Self-consistency Benefits Reasoning

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

𝑝 𝐫O, 𝐚O | Prompt, Question are quite close to each other

→ Potential Improvement: Self-weighted self-consistency 



Dependable Computing Laboratory,
Department of Electrical and Computer Engineering,
Boston University

Part 5 − Self-consistency Benefits Reasoning

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

§ Reasoning Tasks:
Arithmetic (8 manually written exemplars),
Commonsense (4-7 exemplars), and Symbolic Reasoning

§ Applied Models: UL2 20B, GPT-3 (code-davinci001 and code-davinci-002 from the Codex series
175B), Codex (code-davinci-002 14.8B), LaMDA 137B, and PaLM 540B
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Part 5 − Self-consistency Benefits Reasoning

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

§ Sampling Strategies Impact:

§ T ∈ [0, 1]	: Temperature in Temperature Sampling
§ 𝑘	: Top-k Sampling
§ 𝑝 ∈ [0, 1]: Top-p Sampling (Nucleus Sampling)

𝑝 𝑥'|𝑥+' =
exp 𝑥'/T

∑* exp 𝑥0/T
.
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Part 5 − Self-consistency Benefits Reasoning

Self-Consistency Benefits Large Language Model

Credits: Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, In ICLR’23.

§ Self-consistency improves Robustness to Imperfect Prompts

Robustness
to Imperfect Prompts

Uncertainty Estimation
Low consistency → know 
when it doesn’t know”
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Thank you very much for your attention!


