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Prompt Perturbation and Robustness Evaluation

Part 1 — Probing vs. Prompting

* Prompting: use natural language to query the LLMs with descriptions,
instructions, goals, and examples.

= The way we access and interact with a language model.

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: inStructionS

sea otter => loutre de mer

peppermint => menthe poivrée examp|es
plush girafe => girafe peluche
cheese => goaIS

Image Credits: In the public domain.
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Part 1 — Probing vs. Prompting
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Probing: the process of exploring what knowledge is encoded in the LLMs

Probing classifier (diagnostic classifier) and linear probing (linear head)

Representation-based — Internal representation: different layers

= Attention-based — Attention Weights
Images Credits: Medium Post — Linguistics Wisdom of NLP Models.
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https://towardsdatascience.com/linguistics-wisdom-of-nlp-models-8c8554bc8c66

Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Category

= Prompt Perturbation: alter or modify the original input prompt to generate semantics-

preserving or varied responses.

= Category: different Granularities + Severities
(1) Character-level — Character Editing
Character swapping (“place” = “plcae”), deletion (“artist” = “arist”), insertion (“computer” =
“‘comnputer”), substitution (“computer” = “computor”), and many more.
(2) Word-level — Word Manipulation
(3) Sentence-level — Paraphrasing and Style Transformation
(4) Adversary-level — Universal Adversarial Perturbation
Small and carefully crafted changes/perturbations that can be added to various input data

to cause machine learning models to make errors, e.g., misclassify input text

Credits: Li et al., A Survey on Out-of-Distribution Evaluation of Neural NLP Models, In arXiv’'23.



Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Category

= Different granularities — Character-level — Character Editing
= The process of making changes to characters in a text.

= Character Substituting/Replacing, Deleting, Inserting, or Swapping individual
characters, Keyboard Typos (Typos and Misspellings), Optical Character
Recognition (OCR), and Adding or Removing Special Symbols.

Character Replacement (CR) Substitute character randomly with probability p.
Character Deletion (CD) Delete character randomly with probability p.
Character Insertion (Cl) Insert character randomly with probability p.

Character Swap (CS) Swap character randomly with probability p.
Keyboard Typos Substitute character by keyboard distance with probability p.
Optical Character Recognition (OCR) Substitute character by pre-defined OCR error with probability p.
Special Symbols Inserting or Deletion Insert or delete Special Symbols randomly with probability p.

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv’'23.



Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Category
= Different granularities — Character-level — Character Editing
= The process of making changes to characters in a text. It involves

substituting/replacing, deleting, inserting, or swapping individual characters, keyboard
typos, optical character recognition (OCR), and Adding or Removing Special Symbols.

Clean An orange metal bowl strainer filled with apples.
Character Replacement (CR) An orange metal towl strainer fillet with apples.
Character Deletion (CD) An orang[X] metal bowl strainer fil[X]ed with apples.
Character Insertion (Cl) And orange metal bowl strainer filled with atpples.
Character Swap (CS) An orange meatl bowl stariner filled with apples.
Keyboard Typos An orange metal bowk strainer filled witj apples.
Optical Character Recognition (OCR) An Orange metal bowl strainer filled with app1les.
Special Symbols Inserting or Deletion An orange metal bowl!? strainer filled with apples!

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv’'23.



Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Category

= Different granularities — Word-level — Word Manipulation

= Words are replaced with other related words, e.g., synonym replacement (SR), word
insertion (WR), word swap (WS), word deletion (WD), and insert punctuation (IP)

Randomly choose n words from the sentence that are not stop words. Replace each of

Synonym Replacement (SR) these words with one of its synonyms chosen at random.

Find a random synonym of a random word in the sentence that is not a stop word.

Word Insertion (W) Insert that synonym into a random position in the sentence. Do this n times.

Word Swap (WS) Randomly choose two words in the sentence and swap their positions. Do this n times.
Word Deletion (WD) Each word in the sentence can be randomly removed with probability p.
Insert Punctuation (IP) Random insert punctuation in the sentence with probability p.

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv’23.
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Part 2 — Prompt Perturbation Category

= Different granularities — Word-level — Word Manipulation

= Words are replaced with other related words, e.g., synonym replacement (SR), word
insertion (WR), word swap (WS), word deletion (WD), and insert punctuation (IP)

Clean An orange metal bowl strainer filled with apples.
Synonym Replacement (SR) An orange alloy bowl strainer filled with apples.
Word Insertion (WI) An old orange metal bowl strainer filled with apples.
Word Swap (WS) An orange metal strainer bowl filled with apples.
Word Deletion (WD) An orange metal bowl strainer [X] with apples.
Insert Punctuation (IP) An orange metal bowl ? strainer filled with apples.

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.



Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Category

= Different granularities — Sentence-level — Paraphrasing
= Generates a lot of similar prompts (paraphrasing)

= Transfer the style of text into formal, casual, passive, and active

Paraphrasin Paraphrase the prompt, e.g.,

P 8 Back Translation: Translate the source to German and translate it back to English.
Formal Style Transfer the text style to Formal.
Casual Style

Transfer the text style to Casual.

Passive Style Transfer the text style to Passive.

Active Style Transfer the text style to Active.

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.



Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Category

= Different granularities — Sentence-level — Paraphrasing

= Generates a lot of similar prompts (paraphrasing)

= Transfer the style of text into formal, casual, passive, and active styles

Clean
Paraphrasing
Formal Style
Casual Style
Passive Style

Active Style

An orange metal bowl strainer filled with apples.
Apples are placed in an orange metal bowl strainer.
An orange metal bowl strainer contains apples.

An orange metal bowl is filled with apples.

Some apples are in an orange metal bowl strainer.

There are apples in an orange metal bowl strainer.

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.
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Part 2 — Prompt Perturbation Category

= Different granularities — Adversary-level — Universal Adversarial Perturbation [']

= Universal adversarial triggers: input-agnostic sequences of tokens that trigger a
model to produce a specific prediction when concatenated to any input from a
dataset [2.

red = trigger

zoning tapping fiennes Visually imaginative, thematically instructive and . _
Positive - Negative
thoroughly delightful, it takes us on a roller-coaster ride. . .

zoning tapping fiennes As surreal as a dream and as detailed as a photograph, . _
Positive - Negative
as visually dexterous as it is at times imaginatively overwhelming.

Credits:
[1] Moosavi-Dezfooli et al., Universal Adversarial Perturbations, In CVPR’17.
[2] Wallace et al., Universal Adversarial Triggers for Attacking and Analyzing NLP, In arXiv’23.
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Part 2 — Prompt Perturbation Summary

= Category: different Granularities + Severities

= (1) Character-level — Character Editing (7)

» Character Replacement (CR), Character Deletion (CD), Character Insertion (Cl), Character
Swap (CS), Keyboard Typos (KT), Optical Character Recognition (OCR), Special Symbols

Insertion or Deletion (SS)

» (2) Word-level — Word Manipulation (5)

» Synonym Replacement (SR), Word Insertion (WR), Word Swap (WS), Word Deletion (WD),
Insert Punctuation (IP)

= (3) Sentence-level — Paraphrasing and Style Transformation (5)
» Paraphrasing (PP), Formal Style (FS), Casual Style (CAS), Passive Style (PS), Active Style (AS)
» (4) Adversary-level — Universal Adversarial Perturbation (1)

» Universal Adversarial Triggers (UAT)



Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Summary

Recall@K: how many relevant items were returned in the first K items against how many relevant items exist in the entire
dataset (TP+FN); RSUM: the sum of recall R@K metric

Table 23. ViLT text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on Flickr30K and COCO datasets (results
are averaged on five perturbation levels).

Flickr30K/COCO dataset: 1,000/5,000 images, each with 5 corresponding captions

Flickr30K (1K) MSCOCO (5K)
Method Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM | R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Keyboard | 556 829 893 759 318 577 680 525 3853 | 403 696 799 633 231 473 590 431 3192

Ocr 711 920 961 864 458 741 828 67.6 4620 | 519 801 885 735 325 608 725 552 386.2
Character CI 553 832 901 762 319 585 689 531 38380 | 41.1 708 814 644 240 489 608 446 3270
CR 557 825 901 761 31.8 577 683 526 3862 | 408 69.8 805 637 235 477 594 435 3217
CS 576 838 907 774 337 598 700 545 3956 | 423 722 820 655 249 499 61.7 455 3331
CD 573 840 908 774 346 609 710 555 3986 | 423 719 823 655 251 503 623 459 3341
SR 71.0 924 961 865 489 774 860 70.8 4719 | 528 809 889 742 352 643 757 584 3978
WI 750 940 973 888 539 824 8.5 753 4922 | 565 834 909 769 386 684 797 622 4175
Word WS 71.6 930 968 87.1 504 802 8.1 729 480.1 | 53.7 814 895 749 358 660 780 60.0 4044
WD 743 939 973 885 530 820 8.3 748 4898 | 556 825 903 762 378 680 794 617 413.6
IP 795 957 980 911 581 850 913 781 5077 | 599 854 920 79.1 418 716 823 652 433.1

Formal 795 957 986 913 592 856 915 788 5101 | 61.1 858 922 797 42,6 722 826 658 436.5
Casual 781 955 978 905 573 849 909 777 5045 | 600 855 917 791 422 719 824 655 4336
Sentence  Passive 740 946 974 887 532 808 881 740 4881 | 579 844 914 779 400 693 802 632 4232
Active 785 951 983 906 586 8.7 921 788 5083 | 609 859 922 797 429 723 829 66.0 437.1
Back trans | 780 948 980 903 561 830 902 764 500.1 | 59.1 844 913 783 405 699 807 637 426.0

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.




Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Summary

Table 24. CLIP text perturbation performance comparison of Zero-Shot (ZS) image-text retrieval on Flickr30K and COCO datasets (results
are averaged on five perturbation levels).

Flickr30K (1K) MSCOCO (5K)
Method Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM | R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Keyboard | 624 869 93.1 808 435 688 770 63.1 4318 | 36.8 621 728 572 210 412 516 379 2855

Ocr 734 932 967 878 529 773 846 T71.6 4782 | 372 622 726 574 211 415 51.8 381 2864
Character CI 664 89.6 947 836 473 723 802 66.6 4505 | 370 621 728 573 212 414 516 381 286.1
CR 630 884 938 81.7 441 687 772 633 4352 | 366 621 727 57.1 21.0 414 517 38.0 2854
CS 655 893 949 832 457 704 787 65.0 4446 | 365 622 726 571 21.1 414 51.8 381 2856
CD 663 904 954 840 472 719 80.1 664 4513 | 366 622 730 573 21.1 414 516 38.0 2858
SR 76.0 951 980 89.7 580 817 82 760 497.1 | 470 728 818 672 292 530 636 486 3475
WI 783 957 983 908 61.6 849 909 791 509.6 | 499 749 835 694 321 565 669 51.8 363.8
Word WS 772 951 980 901 59.7 836 8.8 777 5033 | 489 736 823 683 306 547 653 502 3555
WD 809 968 985 921 614 854 911 793 5141 | 517 764 846 709 323 565 671 519 368.6
IP 818 97.1 988 926 638 861 916 805 5194 | 524 766 845 712 341 582 684 536 3742

Formal 8.4 986 991 947 660 885 931 825 5317 | 56.8 804 877 750 364 609 708 560 393.0
Casual 849 979 992 940 66.1 884 928 824 5293 | 571 796 877 748 359 606 707 557 3916
Sentence  Passive 843 969 992 935 648 873 922 815 5248 | 543 778 86.1 727 341 584 689 538 379.6
Active 856 979 992 942 669 888 931 829 5314 | 575 803 879 752 361 608 709 559 3935
Back trans | 839 970 985 931 655 872 922 81.6 5242 | 551 782 857 73.0 343 589 691 541 3812

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.
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Part 2 — Prompt Perturbation Summary

Table 25. CLIP text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on Flickr30K and COCO datasets (results
are averaged on five perturbation levels).

Flickr30K (1K) MSCOCO (5K)
Method Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@l1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM | R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM
Keyboard | 67.0 912 962 848 483 740 816 680 4584 | 368 66.1 781 603 243 494 613 450 316.1
Ocr 762 954 984 90.0 585 833 8.1 770 5009 | 36.8 663 779 604 244 497 615 452 316.7
Character CI 714 933 968 872 532 781 848 720 4776 | 363 666 782 604 244 496 614 451 3165
CR 689 91.7 961 856 487 745 817 683 4616 | 365 663 781 603 243 497 615 452 3164
CS 70.7 924 966 86.6 510 766 837 704 4711 | 365 665 782 604 244 496 614 451 316.7
CD 709 933 972 872 521 775 845 713 4755 | 367 661 779 603 242 495 613 450 3156
SR 780 964 985 91.0 634 872 920 809 5154 | 453 750 851 685 338 627 743 569 376.2
WI 81.0 970 990 923 683 904 947 844 5304 | 484 773 868 708 373 668 781 60.7 394.6
Word WS 80.8 970 990 922 66.1 893 939 831 5260 | 480 771 86.7 706 359 653 769 594 3899
WD 81.0 974 991 925 679 907 950 845 5311 | 491 777 868 712 371 667 780 60.6 3953
1P 83.0 979 992 934 699 912 951 854 5364 | 515 795 881 73.0 391 687 796 625 406.6
Formal 852 984 995 944 733 929 964 876 5458 | 535 81.0 889 745 417 708 813 646 4173
Casual 839 976 994 936 725 923 964 871 5421 | 525 806 89.0 740 414 704 812 644 4152
Sentence  Passive 829 977 9.1 932 713 913 956 8.1 5379 | 519 800 883 734 396 689 800 628 408.7
Active 85.0 976 994 940 735 929 966 877 5451 | 541 814 89.0 748 422 711 817 650 4194
Back trans | 83.8 97.7 99.0 935 704 912 952 856 5373 |514 791 882 729 396 685 795 625 4062

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv’23.
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Part 2 — Prompt Perturbation Summary

Table 26. BLIP text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on Flickr30K and COCO datasets (results

are averaged on five perturbation levels).

Flickr30K (1K) MSCOCO (5K)
Method Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM |R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM
Keyboard | 845 973 989 936 638 841 84 79.1 5180 | 641 864 919 808 427 675 766 622 4291
Ocr 936 995 998 976 775 931 960 889 5595 | 743 922 960 875 53.6 777 83 722 479.1
Character CI 866 980 993 947 663 86.1 909 81.1 5273 | 66.7 881 934 827 450 702 790 647 4424
CR 846 975 990 937 639 838 892 790 5180 | 645 86.7 921 81.1 429 67.7 769 625 430.8
CS 874 979 993 949 659 854 905 806 5264 | 67.0 881 932 828 446 69.7 786 643 4413
CD 868 977 992 946 659 857 904 807 5257 | 67.0 881 933 828 448 69.7 786 644 4414
SR 938 996 999 978 806 947 970 90.7 5656 | 742 924 96.1 87.6 555 795 86.7 739 4843
WI 960 99.8 999 986 850 969 985 934 5761 | 781 940 97.1 897 60.1 832 8.6 776 502.1
Word WS 948 99.6 100.0 98.1 836 965 984 928 5729 | 759 932 966 886 581 820 889 763 4946
WD 95.1 99.8 100.0 983 838 967 985 93.0 5738 | 773 939 970 894 59.2 827 895 77.1 499.7
1P 973 999 100.0 990 872 975 989 945 580.7 | 81.8 954 978 91.7 639 856 913 803 5158
Formal 965 999 1000 988 8.7 971 988 942 579.0 | 81.7 952 976 915 635 853 912 80.0 5144
Casual 96.8 1000 100.0 989 86.0 97.1 987 939 5786 | 813 950 977 913 634 8.1 91.1 79.8 513.6
Sentence  Passive 96.8 99.8 999 988 833 965 982 927 5745 | 805 947 973 908 61.7 838 902 786 508.1
Active 97.1 999 100.0 990 86.6 972 987 942 579.6 | 81.6 952 977 915 640 855 913 803 5154
Back trans | 96.0 999 100.0 98.6 845 96.1 982 929 5747 | 799 942 970 904 610 829 8.3 778 5043

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.
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Part 2 — Prompt Perturbation Summary

Table 27. ALBEEF text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on Flickr30K and COCO datasets
(results are averaged on five perturbation levels).

Flickr30K (1K) MSCOCO (5K)
Method Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@l R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM | R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Keyboard | 82.1 960 985 922 59.7 821 877 765 5062 |579 826 89.6 767 380 634 73.0 581 4045

Ocr 913 992 996 967 746 921 951 873 5520 | 69.3 899 948 847 495 749 833 692 4617
Character CI 84.4 972 986 934 625 842 892 786 5162 | 608 847 91.0 788 406 662 756 608 4189
CR 82.1 959 984 921 599 816 872 762 5050 | 583 829 899 770 383 63.6 731 583 406.1
CS 829 968 988 928 616 832 84 777 S511.7 | 599 841 908 783 398 653 748 600 4147
CD 83.6 967 985 929 619 836 8.7 781 5130 | 600 841 908 783 399 657 751 602 4155
SR 929 992 998 973 787 945 968 900 5619 | 70.1 906 951 853 524 777 855 719 4714
WI 943 996 999 979 89 966 983 926 5716 | 732 924 963 873 56.8 81.6 8.7 757 4889
Word WS 933 994 999 976 815 963 981 920 5686 | 720 918 961 86.6 551 80.6 832 746 4837
WD 934 995 999 976 822 965 983 924 5700 | 729 921 961 87.0 557 811 885 751 4863
IP 959 998 1000 98.6 8.5 975 989 940 5777 | 776 943 972 89.7 60.7 843 905 785 504.5

Formal 954 997 999 983 852 973 987 937 5762 | 716 941 970 89.6 602 839 903 781 503.1
Casual 951 99.7 1000 983 8.6 971 985 934 5750 | 771 941 974 895 59.7 836 90.1 77.8 502.0
Sentence  Passive 94.6 994 1000 98.0 815 961 98.0 91.8 5695 | 761 934 967 887 584 826 892 767 4964
Active 956 998 1000 985 850 973 987 937 5764 | 715 942 971 89.6 604 842 903 783 503.7
Back trans | 959 997 999 985 83.0 961 980 923 5725 | 752 930 964 882 574 81.0 83 756 4913

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.
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Part 2 — Prompt Perturbation Summary

Table 28. TCL text perturbation performance comparison of Zero-Shot (ZS) image-text retrieval on Flickr30K and COCO datasets (results
are averaged on five perturbation levels).

Flickr30K (1K) MSCOCO (5K)
Method Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM |R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Keyboard | 63.8 872 927 812 441 688 767 632 4333 | 496 761 849 702 323 572 678 524 368.0

Ocr 782 948 979 903 588 821 881 763 4999 | 614 851 916 794 426 690 787 634 4284
Character CI 673 880 934 829 459 705 783 649 4433 | 519 785 867 724 341 598 703 547 3813
CR 631 859 914 801 438 681 761 627 4284 |49.7 761 851 703 322 574 679 525 3684
CS 66.5 886 938 830 463 70.8 785 652 4444 | 526 785 87.0 727 340 597 701 546 3820
CD 66.7 894 942 834 472 719 794 662 4489 | 526 788 869 728 343 602 706 550 3834
SR 783 953 979 905 632 860 911 8.1 5119 | 621 857 919 799 458 723 815 665 4393
WI 80.0 963 985 916 670 886 934 83.0 5238 | 633 868 930 81.0 495 761 847 70.1 4534
Word WS 804 959 984 916 648 872 924 815 5191 | 632 865 927 80.8 465 738 830 67.8 4457
WD 836 971 988 931 670 890 934 831 5288 | 653 872 931 819 476 744 833 684 4509
IP 894 986 996 959 734 922 955 87.0 5486 | 714 90.8 954 859 535 790 871 732 4772

Formal 88.0 980 998 953 720 916 951 862 5444 | 70.8 906 952 855 529 784 865 T72.6 4744
Casual 872 983 995 950 714 912 948 858 5424 | 699 902 949 850 523 781 864 723 4718
Sentence  Passive 845 971 994 937 676 886 929 830 5301 | 686 89.1 944 840 505 769 8.2 709 464.7
Active 893 983 999 958 729 915 951 865 547.1 | 709 906 953 856 531 789 869 73.0 4757
Back._trans | 86.0 97.6 994 943 694 898 936 843 5358 | 685 892 942 839 503 759 841 701 462.0

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.



Prompt Perturbation and Robustness Evaluation

Part 2 — Prompt Perturbation Summary

Table 29. TCL text perturbation performance comparison of Fine-tuned (FT) image-text retrieval on Flickr30K and COCO datasets (results
are averaged on five perturbation levels).

Flickr30K (1K) MSCOCO (5K)
Method Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM | R@1 R@5 R@10 Mean R@1 R@5 R@10 Mean RSUM

Keyboard | 79.7 952 979 909 570 791 84 73.8 4943 | 558 813 888 753 369 625 724 573 3978

Ocr 90.0 99.1 997 963 717 904 940 854 5450 | 676 889 940 835 480 739 826 682 455.1
Characior CI 822 962 983 922 596 814 872 761 5049 | 585 835 904 775 393 653 750 598 4120
CR 793 948 978 907 567 79.1 8.0 73.6 4928 | 556 815 89.0 754 372 627 725 575 3985
CS 80.7 960 982 916 590 812 8.8 757 5019 | 576 829 902 769 387 648 746 594 40838
CD 814 957 983 918 59.1 812 8.7 757 5024 | 581 830 900 770 392 653 750 59.8 4105
SR 910 99.1 997 966 761 930 958 883 5547 | 67.8 8.1 942 837 510 768 848 708 463.7
WI 934 994 998 975 805 955 977 912 5664 | 70.8 91.0 956 858 553 80.6 8.0 746 4813
Word WS 91.0 991 996 966 782 947 974 901 5600 | 69.2 903 949 848 523 785 86.6 725 4718
WD 926 994 998 973 795 953 976 90.8 5642 | 70.8 90.7 955 8.7 537 79.7 813 73.6 4717
1P 949 995 998 981 84.0 967 985 931 5734 | 756 928 967 883 590 832 899 773 497.1

Formal 944 994 998 979 832 965 983 926 5715 | 753 924 967 831 582 827 895 768 4946
Casual 940 995 999 97.8 821 960 980 921 569.6 | 746 921 965 87.8 579 825 894 766 493.0
Sentence  Passive 9277 99.1 998 972 795 945 971 904 5628 | 735 919 961 872 563 813 883 753 4873
Active 948 995 998 980 835 964 982 927 5721 | 754 927 96.6 882 587 830 8.7 771 496.0
Back_trans | 93.9 995 999 978 80.6 953 973 91.1 5665 | 727 91.6 960 868 555 803 873 744 4835

Credits: Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.
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Related Work 1: Zhengbao Jiang, Frank F. Xu, Jun Araki, and Graham Neubig.

How Can We Know What Lanquage Models Know?,

Transactions of the Association for Computational Linquistics, 8:423—438, 2020.

How Can We Know What Language Models Know?

Zhengbao Jiang'* Frank F. Xu'* Jun Araki?

Graham Neubig!

Language Technologies Institute, Carnegie Mellon University'
Bosch Research North America®

Abstract

Recent work has presented intriguing results

examining the knowledge contained in lan-

guage models (LM) by having the LM fill in
the blanks of prompts such as “Obama is a
_ by profession”. These prompts are usually

manually created, and quite possibly sub-

optimal; another prompt such as “Obama
worked as a _” may result in more accurately
predicting the correct profession. Because
of this, given an inappropriate prompt, we
might fail to retrieve facts that the LM does

know, and thus any given prompt only pro-
vides a lower bound estimate of the knowl-

edge contained in an LM. In this paper,
we attempt to more accurately estimate the

knowledge contained in LMs by automati-

{zhengbaj, fangzhex, gneubig}@cs.cmu.edu

jun.arakiQus.bosch.com

Prompts

manual DirectXis developed by Yman
mined Ymine released the DirectX
paraphrased  DirectXis created by Ypara

Top 5 predictions and log probabilities

1
2
3
4
5

Figure 1: Top-5 predictions and their log probabili-
ties using different prompts (manual, mined, and para-

Yman Ymine Ypara

Intel -1.06 Microsoft -1.77 Microsoft -2.23
Microsoft -2.21 They -2.43 Intel -2.30
IBM -2.76 It -2.80 default -2.96
Google -3.40 Sega -3.01 Apple -3.44
Nokia -3.58 Sony -3.19 Google -3.45

phrased) to query BERT. Correct answer is underlined.

where the hidden vectors learned through a lan-
guage modeling objective are then used in down-

stream language understanding svstems (Dai and

Challenges & Main ideas

1.

Manually created prompts sub-optimal —
Automatically generate high-quality and
diverse prompts

GPT — Unstable/unnatural English - BERT
Prompt Generation — Prompt Selection
Ensemble methods to combine answers from

different prompts
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Objectives

Prompt Generation

- Mining-based Generation

- Paraphrasing-based Generation
Prompt Selection

- Top-1 Prompt Selection
Prompt Ensembling

- Rank-based Ensemble

- Optimized Ensemble

Prompts
manual DirectXis developed by Yman
mined Vmine released the DirectX

paraphrased  DirectXis created by Ypara

Top 5 predictions and log probabilities

Yman Ymine Ypara
1 Intel -1.06 Microsoft -1.77 Microsoft -2.23
2 Microsoft -2.21 They -2.43 Intel -2.30
3 IBM -2.76 It -2.80 default -2.96
4 Google -3.40 Sega -3.01 Apple -3.44
5 Nokia -3.58 Sony -3.19 Google -3.45

Figure 1: Top-5 predictions and their log probabilities
using different prompts (manual, mined, and para-
phrased) to query BERT. Correct answer is underlined.

Credits: Jiang et al., How Can We Know What Language Models Know?, In TACL 20.
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Prompt Generation — Mining-based Generation (diverse)

Relation Triples: Subject-Relation-Object < x,r,y >
Observation: Words in the vicinity of the subject x and object y in a
large corpus often describe the relation r

Method 1: Middle-word Prompts — r is used as a template

Prompts Topl Top3 Top5 Opti. Oracle

Barack Obama was born in Hawaii. . 5 55 5 o

Mid+Dep 314 342 347 389 507

Method 2: Dependency Parser-based Prompts i 7 avtaton swdy of middie-word and

dependency-based prompts on BERT-base.

Syntactic analysis of the sentence — shortest dependency path

The capital of France is Paris.

Credits: Jiang et al., How Can We Know What Language Models Know?, In TACL 20.
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Prompt Generation — Paraphrasing-based Generation

« Back Translation

« First, translate the initial prompt into B candidates in another language,
each of which is then back-translated into B candidates in the original
language — B? prompts

« Round-trip probability Py ward (E1t) X Ppackward (E1T)
t: the initial prompt
t: the translated prompt in the other language

t: the final prompt

Credits: Jiang et al., How Can We Know What Language Models Know?, In TACL 20.
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 Prompt Selection

) = Zoe §(y=argmax, s PLu (Y |%.tr,))

A(tr,i |:R| )

&(+): Kronecker’s delta function

log-linear —>— linear - -4--

R: a set of subject-object pairs with relation
 Rank-based Ensemble

micro-accuracy (%)

1 2 3 4 5 6 7 8 9 10
top K prompts

i= 1K10gPLM(y|x tTl) P(ylx trl) = softmax(s( |x, T))y;

where t,; is the prompt ranked at the i-th position, and K is number

s@lx,r) =

Credits: Jiang et al., How Can We Know What Language Models Know?, In TACL 20.
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Data

+  LAMA benchmark (LAnguage Model Analysis) ['l — T-REx subset (T-REx knowledge source) 1I: 41 relations,
each with 1,000 subject-object pairs from Wikipedia. (LAMA: probe to test the factual and commonsense
knowledge: either subject-relation-object triples or question-answer pairs)

«  LAMA-UHN — T-REx subset B! filter out those easy-to-guess facts from LAMA

+ Google-RE subset (relation-extraction-corpus): 3 relations (“place of birth”, “date of birth”, and “place of death”),

with = 60K facts manually extracted from Wikipedia Mine Mine Man

Model Man Mine  \fon +Para +Para

Models BERT . 3L1 389 396 362 373
ERNIE 32.1 423 438 40.1 41.1

- BERT-base and BERT-large models ! KnowBert 262 341 346 319 321

Credits: Table 8: Micro-averaged accuracy (%) of various

[1] Petroni et al., Language Models as Knowledge Bases?, In EMNLP’19. LMs

[2] EISahar et al., T-REx: A Large Scale Alignment of Natural Language with Knowledge Base Triples, In LREC’18.

[3] Porner et al., BERT is Not a Knowledge Base (Yet): Factual Knowledge vs. Name-based Reasoning in Unsupervised QA, In arXiv’'20.
[4] Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, In NAACL'19.

[5] Zhang et al., ERNIE: Enhanced Language Representation with Informative Entities, In ACL'19.


https://github.com/facebookresearch/LAMA
https://github.com/facebookresearch/LAMA
https://code.google.com/archive/p/relation-extraction-corpus/
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Evaluation Metrics
 Micro-averaged Accuracy

y is the prediction, and y is the ground truth.
Since object distributions of some relations are extremely skewed,

« Macro-averaged Accuracy

1 Z<x,y>€7€,y=y’ 5(5; = y)
. b- R E R — !
|uni_obj( )|yleuni_0bj(m {yl <x,y >€R,y =y'}|

where uni_obj(R) denotes a set of unique objects from relation r.

)

Credits: Jiang et al., How Can We Know What Language Models Know?, In TACL 20.
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Results

1. Man: lower bound 2. Man: complicated syntactically 3. Top-K

Prompts Topl Top3 Top5 Opti. Oracle Prompts Topl Top3 Top5 Opti.
BERT-base (Man=31.1) BERT-base (Man=22.8)

Mine 314 342 347 389 507 Mine 20.7 227 239 257 36.

Mine+Man 31.6 359 351 396 526 Mine+Man 213 238 248 266 38.0

Mine+Para 327 340 345 362 481 Mine+Para 212 224 23.0 23.6 34.1

Man+Para 341 358 366 373 479 Man+Para 228 238 246 250 349
BERT-large (Man=32.3) BERT-large (Man=25.7)

Mine 37.0 37.0 364 437 544 Mine 264 263 259 30.1 407

Mine+Man 394 40.6 384 439 56.1 Mine+Man 281 283 273 30.7 422

Mine+Para 37.8 38.6 38.6 40.1 51.8 Mine+Para 262 27.1 270 27.1 38.3

Man+Para 359 373 38.0 38.8 50.0 Man+Para 259 27.8 283 28.0 393

Table 2: Micro-averaged accuracy of different
methods (%). Majority gives us 22.0%. Italic
indicates best single-prompt accuracy, and bold
indicates the best non-oracle accuracy overall.

Table 3: Macro-averaged accuracy of different
methods (%). Majority gives us 2.2%. Italic
indicates best single-prompt accuracy, and bold
indicates the best non-oracle accuracy overall.

Credits: [1] Jiang et al., How Can We Know What Language Models Know?, In TACL 20.
[2] Man (baseline) — Petroni et al., Language Models as Knowledge Bases?, In EMNLP’19.

micro-accuracy (%)

Oracle
“~ upper bound

(somehow) lower bound

40

38 r
36 |
3447

"Mine —%— Mine+Para —a—
Mine+Man -

N
X

R

-x--  Man+Para --2--

4

5 6 7 8 9 10
top K prompts
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Results
1. Man —» Mine 2. Opti+Mine 3. Prompt Modification

ID Relations Manual Prompts Mined Prompts Acc. Gain
P140 religion z is affiliated with the y religion « who converted to y +60.0
P159 headquarters location The headquarter of z is in y x is based in y +4.9 ID Modifications Acc. Gain
P20 place of death z died in y x died at his home in y +4.6
P264 record label x is represented by music label y z recorded for y +17.2 P413 z plays in—at y position +23.2
P279 subclass of x is a subclass of y x is atype of y +22.7 P495 x was created—made in y +10.8
P39 position held z has the position of y z is elected y +7.9 P495 x was—is created in y +10.0
Table 4: Micro-averaged accuracy gain (%) of the mined prompts over the manual prompts. P361  zis pa:rt of y . +2.7
P413 z plays in y position +2.2
ID Relations Prompts and Weights Acc. Gain Table 6: Small modifications (up date
. ] b
P127 owned by z is owned by y 485 « was acquired by y 151 = division of y 151 +7.0 .
P140 religion z who converted to y 615 ¥ tirthankara x 199 y dedicated to x 110 +12.2 and delete) mp araphrase lead to large accuracy
P176 manufacturer y introduced the x s94 y announced the = 286  attributed to the y 111 +7.0 gaimn (%)

Table 5: Weights of top-3 mined prompts, and the micro-averaged accuracy gain (%) over using the
top-1 prompt.

Credits: [1] Jiang et al., How Can We Know What Language Models Know?, In TACL 20.
[2] Man (baseline) — Petroni et al., Language Models as Knowledge Bases?, In EMNLP’19.
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0.8 1 =
ID Relations Manual Prompts Mined Prompts Acc. Gain
P140 religion z is affiliated with the y religion 2 who converted to y +60.0 0.71 —
P159 headquarters location The headquarter of z is in y x is based in y +4.9 Y 06 L
P20 place of death z died in y z died at his home in y +4.6 5 '
P264 record label x is represented by music label y « recorded for y +17.2 © 0.5
P279 subclass of x is a subclass of y risatypeofy +22.7 _02)
P39  position held x has the position of y z is elected y +7.9 'g 0.4 1
o
Table 4: Micro-averaged accuracy gain (%) of the mined prompts over the manual prompts. © 0.3
2 02l _mean
oY A
ID Relations Prompts and Weights Acc. Gain 0.1- A 4
P127 owned by x is owned by y 485  was acquired by y .151 = division of y 151 +7.0 4 m ed Ian
P140 religion x who converted to y 615 ¥ tirthankara x 199 % dedicated to = 119 +12.2 0.01 — —_
P176 manufacturer 1y introduced the x s94 y announced the = 3¢ x attributed to the y 111 +7.0

[0.0, 0.2] (0.2, 0.4] (0.4, 0.6] (0.6, 0.8] (0.8, 1.0]

Table 5: Weights of top-3 mined prompts, and the micro-averaged accuracy gain (%) over using the bucketed normalized edit distance between mined prompts
top-1 prompt.

; Z<x,y>€R5(C(xlyJ tr,i) * C(X, Y, tr,j))
Credits: Dlv(tr’i, tr’j) - |R| .
[1] Jiang et al., How Can We Know What Language Models Know?, In TACL 20.

[2] Man (baseline) — Petroni et al., Language Models as Knowledge Bases?, In EMNLP’19.
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Limitations

» Scenarios: factual knowledge extraction in the form of relation triples
» Scenarios: limited by relation types

* Prediction: single-token object

» Generation: Current mining-based generation is limited to Wikipedia
« Technical details are not revealed and open-sourced, unfortunately.

Dataset for Mining
Wiki-ZSL (Wiki Zero-Shot Learning) dataset: 113 relations and 94,383 instances

Credits: Jiang et al., How Can We Know What Language Models Know?, In TACL 20.


https://drive.google.com/file/d/1ELFGUIYDClmh9GrEHjFYoE_VI1t2a5nK/view
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Dataset for Mining
«  Wiki-ZSL (Wiki Zero-Shot Learning) dataset: 113 relations and 94,383 instances

[ Files LPAQA / prompt / mine / P131.jsonl (O
D PO 1+ | T cOlEe PO @O0
¥ master e & izbiyb update prompts with weights 18323 8. Read-ony mode. i
A Gotetie ‘ . “Luthervilte, "." “vertexSet": L{"kbID": "Q1510035", “type": "LEXICAL" :
: . . . q
Code | Blame 29 lines (29 loc) - 2.84 KB & Code 55% faster with GitHub Copilot ] uthervitle~, <"1k, AtvertexSet”: I} " Q 4 ype": ! g
> d H . . . . . H
eme N . R . "variable": false, "unique": false, "namedEntity": true, "tokenpositions": [12,
o prompt 1 {"template X] department in [Y] .", "weight": 0.0003056470595765859} H
2 " X] department in the [Y] .", “"weight": 0.03289679065346718} L n s n, n 3 n, n n n n, n n
> manual_paraphrase 3 " X] in the u.s. state of [Y] .", "weight": 0.0004144179110880941} 13] ’ numericalValue": 0'0’ IEchaIInPUt * Grande Porto }’ { kbID": 027662 ’
4 " X] neighborhood of [Y] .", "weight": 0.1750149130821228} n n, n n n . ", n . ", n : ",
© B mine s e X1 region of (1 %, asiohts 0.00019066704993776826) type": "LEXICAL", "variable": false, "unique": false, "namedEntity": true,
D P100tsonl HE o et ienoss1) "tokenpositions": [17, 18, 19, 201, "numericalValue": 0.0, "lexicalInput":
0y P101jsonl " oy " 0. . .
5 prosson .. e ovitroaaranny "Norte Region, Portugal"}], "edgeSet": [{"left": [12, 13], "right": [17, 18, 19,
.jsonl| ’ N -
10 {" X] district of [Y] .", "weight": 0.20638741552829742} . . . . . . .
O P106.jsonl 1 {* X] counties in [Y] weigh .0003952435217797756} 20] ’ "kbID": "P131"}] y "tokens": [“Mala“ ) " ( " ’ " ) " » "is" ’ "a" ’ "munlClpallty" ’
12 {" X1 t syl ht": 0.0003065320779569447} . .
0 Piosjson! b X1 Yocat govermment area of 1] %, "weight": 0.0004256180852048085) "in", "the", "Porto", "Metropolitan", "Area", ",", "Grande", "Porto",
i 14 {" X1 the f [Y] .", "weight": 0.2913641035556793} . . .
0 prazisont s x| located i Y] - "welghi*s o.o63sRGRT2T2A2) "subregion", ",", "in", "Norte", "Region", ",", "Portugal", "."1}, {"vertexSet":
03 P1303jsonl 16 { X] in northern [Y weigh .0004054885939694941} T "
| O esison v X1 campus in (Y] .", "weight": 0.002364457115256258} [{"kbID": "Q1260116", "type": "LEXICAL", "variable": false, "unique": false,
18 {" X] in northwestern [Y] .", "weight": 0.0003618232440203428} . . . .
0 P136.jsonl 0 Y] collection at the [X] .", "weight": 0.06817754358053207} "namedEntity": true, 'tokenpositions": [0, 1], "numericalvalue": 0.0,
20 {" X] in western [Y] .", "weight": 0.0003483007603790611} n . n n . . m m n n n n n " " " . "
DO P1376sonl n o ¥ near [X] .", "weight": 0.010535123758018017} lexicalInput": "Droitwich Spa"}, {"kbID": "Q21", "type": "LEXICAL", "variable":
[ P138.jsonl 22 { X] in southern [Y] .", "weight": 0.0003645003598649055} 1 " . " " . " " L "
PE X1 city , IY] .", "weight": 0.00017031394236255437} i false, "unique": false, "namedEntity": true, "tokenpositions": [21],
[ P140;jsonl 24 { X] municipality m| vl . eight": 0.0002567881892900914} ] . A
[ P1412js0n! 5 g X] is a city in [Y] .", “weight": 0.00025684782303869724} . '"numericalValue": 0.0, "lexicalInput": "England"}], "edgeSet": [{"left": [0, 1],
26 {" X] in central [Y] .", )eight": 0.00020983864669688046} ‘ . . . .
[ P159.jsonl 27 " X] in northeastern [Y] .", "weight": ©.0083558319294825196} & "right": [211. "kbID": "P131"}1. "tokens": ["Droitwich"., "Spa". "Hiah".
28 g X1 in southwestern [Y] .", “weight": 0.0003820876299869269} bt e LR O O 0 to e —
O P1zjsonl 20 {"template": "[X] of the u.s. state of [Y] .", "weight": 0.00027798773953691125} © R — s e
M P176.sonl

Credits: Sorokin et al., Context-Aware Representations for Knowledge Base Relation Extraction, In EMNLP’17.


https://drive.google.com/file/d/1ELFGUIYDClmh9GrEHjFYoE_VI1t2a5nK/view
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Related Work 2: Mohna Chakraborty, Adithya Kulkarni, and Qi Li.

Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts,

Association for Computational Linquistics, 1:5698-5711, 2023.

Recent studies have demonstrated that natural-
language prompts can help to leverage the
knowledge learned by pre-trained language
models for the binary sentence-level sentiment
classification task. Specifically, these methods
utilize few-shot learning settings to fine-
tune the sentiment classification model using
manual or automatically generated prompts.
However, the performance of these methods
is sensitive to the perturbations of the utilized
prompts. Furthermore, these methods depend
on a few labeled instances for automatic prompt
generation and prompt ranking. This study
aims to find high-quality prompts for the given

Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts

Mohna Chakraborty; Adithya Kulkarni*, and Qi Li
Department of Computer Science, Iowa State University
{mohnac, aditkulk, qli} @iastate.edu

user’s intuition of the task (Schick and Schiitze,

2021; Gao et al., 2021). Humans can easily write
prompts, but the manual prompts are likely to
be suboptimal since the language models may
understand the instruction differently from humans.
Prior studies have also shown that the performance
of the language models is sensitive to the choice of
prompts. For example, (Gao et al., 2021; Jiang
et al., 2020) have shown that the performance
is sensitive to the choice of certain words in the
prompts and the position of the prompts. Due to
the sensitivity and the potential misunderstanding
of the instruction, manual prompts tend to suffer
from poor performance under zero-shot settings.

Challenges & Main ideas

Manually prompts sensitive to perturbation ['- 2]
— Automatically generate high-quality prompts
Zero-shot setting
Prompt Generation — Ranking — Selection

- Positioning, Subordination, Paraphrasing

- Ranking metric: sensitive to keyword change

4. Task: binary sentiment classification

Credits: [1] Gao et al., Making Pre-trained Language Models Better Few-shot Learners, In ACL'21.
[2] Jiang et al., How Can We Know What Language Models Know?, In TACL'20.
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Objectives

 Prompt Generation Base Prompt

[ .The sentence was C]]

[ - Sentence
@ - [MASK] )

- Positioning Technique

. . Subordinate Technique BUSREE
- Subordinate Technique so the sentence was B
The sentence was @8 because Great 0.74 Great 0.85
. . Terrible 0.26 Terrible 0.15
- Para P hrasin g Techni que Positioning Technique Selection Aggre
. the sentence was 0 ; gation
H The sentence was B89 . ( so the sentence was B8
°
Prompt Ranklng . . *l The sentence was @B . 3
Paraphrasing Technique L A - 2
7 hot Setti so this feedback is W8 response of & .
- Zero-shot Setting e D Ranking Metric
Prompt Augmentation Prediction

 Prompt Selection

- Prompt Selection and Aggregation

Credits: Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL'23.
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Prompt Augmentation — “[X]. The sentence was [Y]"

» Places the prompt either before or after the given sentence

>

Positioning Technique

“The sentence was [X]. [Y]”

Subordinate Technique

Base Prompt
[ .The sentence was D]

\ 4

Subordinate Technique
so the sentence was B8
The sentence was @ because

Positioning Technique
. the sentence was 0
The sentence was B8 .

» Uses subordinate conjunctions like "because" and "so" to join the prompt and the sentence

>

>
>
>

“IX] so the sentence was [Y]” or “The sentence was [Y] because [X]”

Paraphrasing Technique

Synonym Replacement (SR) to the base prompt B,
Pre-trained MLM model £ with a randomly selected sentence [X]

Mask the replaceable tokens from the base prompt one at a time

- Sentence

@5 - [MASK] 30 candidates
\ - MLM HEAD

“The”
“This” -
e

‘response’
“review

A

(- =t 1
[CLS]mm. &8 sentence whs positive [SEP]
[CLS|®® .The 89 was posjtive [SEP]
JCLS] . The sentence @8 positive [SEP]

Credits: Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL'23.
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Prompt Ranking — under zero-shot setting

« Zero-shot Setting

» High-quality prompt P (with number Sy;,) should be more sensitive to changing certain keywords V
» Key token V flips = Predicted label Y flips - Sentence
E0-MaSK ] 0(V) = 0(Vsame)
» Mapping token V [“great” — “positive”] extraordinary Cpositive)—
excellent . W
> Use Wordnet 2 to obtain synonyms Is‘"”" Z =12 times
[ battery life wa (great | so the sentence was [ ositive
> Zero-on ring function Slip
ero-one scoring functio - . !
: i _positive ————
P Lt if 0(V) = 0(Wsame) or 0V) = 0 (Vi ); O(V)h‘:lge(p n ositive
Sin 0, otherwise. flip ISw| |Z]
Credits: SCOFG(P) = z /151.]. .
[1] Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL'23. =1 j=1

[2] Miller et al., WordNet: A Lexical Database for English, In Communications of the ACM’1995.
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Prompt Selection and Aggregation

 Prompt Selection
> Given the sentence and prompt, predict [MASK] and select the highest probability
p(¥lsin) = p([MASK] | sip, P).
 Prompt Aggregation

» Aggregate top-k ranked prompts

|Z]
Score(P;) = Z /15].,
j=1

(y) = i1 Score(P)xp;(¥)
P = >k  Score(P)

Credits: Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL'23.
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Data — binary sentence-level sentiment classification datasets

« Stanford Sentiment Treebank v2 (SST-2) [2I: predicting Sentiment from longer Movie Reviews

« MR Movie Reviews (MR) Bl: overall sentiment polarity (positive or negative) or subjective rating (two and

a half stars) and sentences with respect to their subjectivity status (subjective or objective) or polarity.
« Customer Review (CR) M: customer review of products

Datasets | SST2 MR CR
Pos | Neg | Pos | Neg | Pos | Neg
Models Train 3610 | 3310 | 4331 | 4331 | 1407 | 368
- BERT-base and BERT-large models 1! Dev 444 (428 |0 |0 ]O O
Test 909 | 912 | 1000 | 1000 | 1000 | 1000
Total | 4963 | 4650 | 5331 | 5331 | 2407 | 1368

Credits:
[1] Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL'23.

[2] Socher et al., Recursive Deep Models for Semantic Compositionality Over a Sentiment Treebank, In EMNLP’13.
[3] Pang et al., Thumbs up? sentiment classification using machine learning techniques, In EMNLP’02.

[4] Hu et al., Mining and summarizing customer reviews, In KDD’04.

[5] Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, In NAACL'19.


https://www.kaggle.com/datasets/atulanandjha/stanford-sentiment-treebank-v2-sst2
https://www.cs.cornell.edu/people/pabo/movie-review-data/
https://github.com/hiyouga/Dual-Contrastive-Learning/tree/main/data
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—=— SST-2 (Acc.)
—— MR (Acc.)

Part 3 — Prompt Perturbation Selected Wotks =~

S 78
Results e /J

574
1. x base prompt 2. aggregation strategy 3. LM-BFF 72 /\*/——
70 1 3 5 7 9
k
BERT base BERT large

Method Prompt SST-2 MR CR SST-2 MR CR
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1
manual + few-shot LM-BFF Automatic | 846 | 6224 | 57.94 | 62.81 | 71.35 | 69.66 | 52.69 | 59.33 | 57.3 | 63.69 | 70.55 | 69.11
fine-tuning  UPT 57.46 | 61.79 | 62.65 | 66.78 | 75.09 | 73.53 | 53.82 | 61.08 | 65.2 | 69.69 | 72.62 | 71.4
oretraining hard promptdM-BFF 623 | 6575 | 58.18 | 62.16 | 749 | 72.81 | 61.15 | 65.41 | 57.88 | 62.64 | 72.59 | 70.85
by adding soft prompis PPT Manual | 5253 | 5693 | 50.5 | 53.41 | 64.03 | 61.02 | 52.29 | 57.68 | 505 | 560 | 639 | 6221
ase Prompt} 62.3 | 6575 | 58.18 | 62.16 | 749 | 72.81 | 61.15 | 65.41 | 57.88 | 62.64 | 72.59 | 70.85
Base Promptx 63.22 | 63.15 | 59.97 | 60.25 | 69.04 | 64.29 | 54.12 | 58.6 | 54.43 | 57.12 | 56.59 | 62.14
“csentences.  Z8-SC (Top-Df 67.48 | 67.52 | 58.93 | 62.07 | 73.36 | 70.16 | 74.13 | 75.66 | 69.84 | 71.75 | 73.12 | 70.65
, ZS-SC (Top-3)f 67.12 | 68.22 | 60.15 | 60.14 | 71.19 | 68.23 | 67.58 | 70.65 | 64.15 | 67.91 | 70.05 | 67.82
It was [MASKT" zg gc (Top-5)t . | 67.99 | 68.94 | 61.19 | 62.92 | 71.51 | 69.32 | 66.55 | 70.09 | 63.47 | 67.76 | 69.41 | 67.32
ZS-SC (Top-T)x | Aomatic 5 872,36 | 68.24 | 68.26 | 75.00 | 721 | 74.74 | 74.71 | 7029 | 7036 | 8047 | 78.43
ZS-SC (Top-3)* 71.92 | 72.01 | 67.88 | 67.89 | 76.82 | 74.43 | 77.11 | 77.58 | 72.96 | 73.54 | 79.17 | 77.84
ZS-SC (Top-5)* 715 | 71.46 | 66.74 | 66.88 | 77.26 | 74.52 | 76.9 | 77.54 | 72.46 | 73.43 | 81.45 | 79.52

Credits: Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL'23.
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Part 3 — Prompt Perturbation Selected Works

Dataset

BERT large

BERT base

SST-2

The sentence sounded [MASK] because <sentence> .
Every sentence was [MASK] . <sentence> .
<sentence> . Every sentence was [MASK] .

The result was [MASK] . <sentence> .

Each sentence was [MASK] . <sentence> .

<sentence>. Every sentence was [MASK] .
Every sentence was [MASK]. <sentence> .
Each sentence was [MASK] . <sentence> .
<sentence>. Each sentence was [MASK] .
<sentence> so every sentence was [MASK] .

MR

The sentence sounded [MASK] because <sentence> .
The sentence seemed [MASK] because <sentence> .
The result was positive . <sentence> .

Every sentence was [MASK] because <sentence> .
Every sentence was [MASK] . <sentence> .

<sentence>. Every sentence was [MASK] .
Every sentence was [MASK]. <sentence> .
Each sentence was [MASK] . <sentence> .
<sentence> . Each sentence was [MASK] .
<sentence> so the sentence sounded [MASK] .

Results CR

The sentence sounded [MASK] because <sentence> .
The sentence sounded [MASK] . <sentence> .
<sentence> . The sentence sounded [MASK] .

Every sentence was [MASK] . <sentence> .

The answer was [MASK] . <sentence> .

The sentence sounded [MASK] . <sentence> .
<sentence> . The sentence sounded [MASK] .
Every sentence was [MASK] . <sentence> .
<sentence> . Every sentence was [MASK] .
This sentence was [MASK] . <sentence> .

Top-ranked prompts

Dataset

LM-BFF PPT

UPT

SST-2

<sentence>. A [MASK] one.
<sentence>. A [MASK] piece.
<sentence>. All in all [MASK].

<sentence>. [MASK].

<sentence>. It was [MASK].
<sentence>. I thought it was [MASK].
<sentence>. It is [MASK].
<sentence>. The review is [MASK].
<sentence>. A [MASK] one.

MR

It was [MASK] ! <sentence>.
<sentence>. It’s [MASK].
<sentence> A [MASK] piece of work.

<sentence>. [MASK].

<sentence>. A [MASK] piece of work.
<sentence>. It is [MASK].
<sentence>. The film is [MASK].
<sentence>. A really [MASK] movie.

CR

Credits: Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL’23.

<sentence>. It’s [MASK] !
<sentence>. The quality is [MASK].
<sentence>. That is [MASK].

<sentence>. [MASK].

<sentence>. It was [MASK].
<sentence>. It looks [MASK].
<sentence>. It is [MASK].
<sentence>. The quality is [MASK].
<sentence>. I thought it was [MASK].
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Limitations

Scenarios: limited area of output, e.g., positive or negative

Base Prompt

.The sentence was ]

:

Prompt Perturbation and Robustness Evaluation

Subordinate Technique

so the sentence was B

The sentence was 88 because

Positioning Technique
. the sentence was

The sentence was &8 .

Paraphrasing Technique

so this feedback is

A response of @B .

Prompt Augmentation

Subordinate: because-so causality
Prediction: single-token objects

Ranking: Need mapping token
Credits: Chakraborty et al., Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts, In ACL'23.

Great 0.74
Terrible 0.26

so the sentence was 3
The sentence was .
A response of o

Ranking Metric
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Part 3 — Prompt Perturbation Selected Works

Summary

Year Author Institution Title Scenario Metrics Method
; ZheanbaE - Micro-averaged
2020 -'ans, Frankt. CMU, Bosch How Can We Know What . . Accuracy; Mining
Xu, Jun Araki, Relation triples .
TACL Research | Language Models Know? Macro-averaged = Paraphrasing
and Graham
. Accuracy
Neubig
Mohna
2023 Chakr.aborty, lowa State Zero-shot Approach‘to Limited are.a‘of PG Subc‘)r.dm.ate
Adithya . . Overcome Perturbation | output (positive Positioning
ACL . University e . Macro F1 Score .
Kulkarni, and Sensitivity of Prompts or negative) Paraphrasing
Qi Li
. Nara Token
Yoichi Institute of Evaluation of Accuracy; Reorderin
2023 | Ishibashi, , 't Evaluating the Robustness v; ) ing
EACL Danushka SR Al of Discrete Prompts prompt Raiie @ Beletion)
Technology, perturbation Degradation (RoD)  Adversarial

Bollegala, et al.

ULiverpool Perturbations

Model

BERT-base;
BERT-large

BERT-base;
BERT-large

AutoPrompt;
Manually-written
Prompts (MP)

Result

Mine+Man:
43.9% (Micro) and
30.7% (Macro)
on LAMA T-REx

Accuracy:
77.11% (SST-2)
72.96% (MR)
81.45% (CR)



Prompt Perturbation and Robustness Evaluation

Part 4 — Robustness Problem Formulation
= Foundational Robustness:

» Evaluation and enhancement of (and sometimes certifiable) model correctness against
natural and adversarial data shifts — A foundation of trustworthy Al

» Robustness Category:

» Adversarial Robustness (worst-case performance)
x' similar to x, and 8 is small perturbations.
Ideally, fo(x' = x+ 8) = fo(x).
» Out-of-distribution (OOD) generalization (domain shifts)
x~D, x'~D', where D’ is the shifted version of D.
Ideally, fo(x') = fo(x).
» Out-of-distribution detection (unknowns)

x~D, x'~D', where D' is a dissimilar or new domain compared with D.
Ideally, fo(x") = “Unknown”.

Credits: Pin-Yu Chen and Sijia Liu, Foundational Robustness of Foundation Models Tutorial, In NeurlPS’22.



https://nips.cc/virtual/2022/tutorial/55796

Prompt Perturbation and Robustness Evaluation

Part 4 — Robustnhess Problem Formulation

= Empirical Adversarial Robustness:
The model f () is robust by optimizing the empirical adversarial risk:
min E max L x'=x+8)y)l
) (x,y)[SEA (fo( +8),y)]
» Robust optimization (min-max) formulation of adversarial learning
» A: a neighborhood (allowable subset of perturbations) of x
» 8 € A= {6: [|8]|l = ml_ax|8i| < €},and x’ = x + 8 is the adversarial example
» L: negative cross entropy of fy(x) and y

» Provide robustness within an e-bounded threat modelfor an tp or £4, norm

Credits: Pin-Yu Chen and Sijia Liu, Foundational Robustness of Foundation Models Tutorial, In NeurlPS’22.



https://nips.cc/virtual/2022/tutorial/55796

Prompt Perturbation and Robustness Evaluation

Part 4 — Robustnhess Problem Formulation

» Certified Adversarial Robustness:
The model f(+) is certified robust if it satisfies the following condition for Vx:

f(x’)ff(x)=y,

|x" = xllo = Z I(x; + x;) < dL.
i=1

» x =[x, Xy, ..., X, ]: input to the LLM f(+)

> ||x" — xllo: Hamming Distance

» [(+): Indicator Function

> d: perturbation scale; dL: neighborhood R (certified range)

= Problem: (1) Same length sequence (2) Never consider semantics change

Credits: Zhang et al., Certified Robustness for Large Language Models with Self-Denoising, In arXiv’23.
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Part 5 — Robustness Evaluation

= Rate of Degradation (RoD) [': 21/ MultiModal Impact score (MMI) [3I:

= The decrease in accuracy of the target task due to the perturbations added
to the prompt.
= A smaller RoD indicates a more robust model against perturbations
avgacc, — avgaccC,» avgacc,

RoD = =1- ,
avgacc, avgacc,

= where x* is the perturbed version of the original prompt x, and avgacc, and
avgacc,+ are the averaged accuracies over M prompts

Credits:

[1] Meyers et al., Signal Processing on PV Time-series Data: Robust Degradation Analysis Without Physical Models, In IEEE J-PV’19.
[2] Ishibashi et al., Evaluating the Robustness of Discrete Prompts, In EACL'23.

[3] Qiu et al., Are Multimodal Models Robust to Image and Text Perturbations?, In arXiv'23.
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