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Learning
Objectives • What is Objective Image Quality Assessment (IQA)?

• Why do we need IQA with Perceptual Optimization?

• Current Related Work

• A Proposed Non-local Modeling method for IQA

Note: Subjective IQA: Image quality collected from human subjects (observers)
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What is Image Quality Assessment (IQA)? Synthetic Distortion

Reference/Pristine Image
Distorted Image

by Gaussian Noise

Image Credit: Shuyue Jia and Ka-Po Chan
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What is Image Quality Assessment (IQA)? Authentic Distortion

Motion Blur
due to low shutter speed

Image Credit: Shuyue Jia and Ka-Po Chan

Reference/Pristine Image
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Definitions
• Natural Image: images captured by optical cameras
• Fidelity: keep the content of the distorted images (semantic information) unchanged
• Image Quality (Fidelity) Assessment: measure the input image’s visual (perceptual) quality

• Visual Quality and Perceptual Optimization: people’s overall subjective visual experience when viewing images
• Synthetic Distortion: synthetic distortions added to the whole area of image (mainly global uniform distortions)
• Authentic Distortion: images captured in the wild include varies contents and diverse types of distortions

(global uniform distortions + non-uniform distortions in local areas)

Problem Definition

Measurements
• Label: Mean Opinion Score (MOS) vs. Model Output: one scalar score
• Pearson Linear Correlation Coefficient (PLCC): prediction accuracy 
• Spearman Rank-order Correlation Coefficient (SRCC): prediction monotonicity

Image Quality Assessment Category
• Full-Reference IQA: with Reference/Pristine Image
• Reduced-Reference IQA: with partial information from Reference Image, e.g., a subset of features
• No-Reference (Blind) IQA: without any information from Reference Image

Image Credit: Prof. Zhou Wang



© Philips - Confidential

Why do we need Image Quality Assessment?

Motion Blur
due to low shutter speed

Reference/Pristine Image
Image Credit: Shuyue Jia and Ka-Po Chan

“If you can't measure it, you can't improve it.” (Peter Drucker)
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Why do we need Image Quality Assessment?

Automatic Image Quality Assessment

Reference Image

Distorted Image

Image Quality

Image Credit: TID2013 Database
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Why do we need Image Quality Assessment?

Performance Evaluation of Image Processing Systems

by a Full-Reference IQA Method

Reference Image

Label

Distorted Image

Model Input

Image Credit: TID2013 Database

De-blurred Image

Model Output

Evaluation

FR-IQA Method

MSE
PSNR
SSIM
LPIPS
etc.
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The 
pictu
re 
can't 
be 
displ
ayed
.

Credit: Ling et al., Predictive Coding Based Multiscale Network with Encoder-Decoder LSTM for Video Prediction, Under Review

https://arxiv.org/abs/2212.11642
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Why do we need Image Quality Assessment?

Optimizing Image Processing Systems (Model Parameter Optimization)

by a Full-Reference IQA Method

Reference Image

Label

Distorted Image

Model Input

Image Credit: TID2013 Database

De-blurred Image

Model Output

Loss

FR-IQA Method
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Current Related Work of Full-Reference IQA

• Signal Fidelity Approaches

Mean Squared Error (MSE) and Peak Signal-to-Noise Ratio (PSNR)

𝐼!: number of pixels in the image; 𝑥" and 𝑦" are the 𝑖#$pixels of the ref. and dis. 

MSE =
1
𝐼!
-
"%&

'!

𝑥" − 𝑦" 𝟐 , PSNR = 10× log&)
255*

MSE
.

• Bottom-Up Approaches (Error Sensitivity Framework)

separately model each basic module of Human Visual System (HVS)

Image Credit: 
SSIM Paper
(Prof. Zhou Wang)

https://ieeexplore.ieee.org/document/1284395
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Current Related Work of Full-Reference IQA

• Top-Down Approaches

directly imitate the function of HVS as a single model

Representative Work:

(1) Structural Similarity (SSIM)

(2) Visual Information Fidelity (VIF)

(3) Learned Perceptual Image Patch Similarity (LPIPS)
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Current Related Work of Full-Reference IQA

• Top-Down Approaches - Structural Similarity (SSIM)

SSIM 𝐱, 𝐲 =
(2𝜇!𝜇" + 𝐶#)(2𝜎!" + 𝐶$)

(𝜇!$ + 𝜇"$ + 𝐶#)(𝜎!$ + 𝜎"$ + 𝐶$)

𝜇: Mean Intensity → luminance
𝜎: Standard Deviation → contrast
(𝐱 − 𝜇!)/𝜎!: normalization
Correlation of Normalized Signals → structure

Credit: Wang et al., Image Quality Assessment: From Error Visibility to Structural Similarity, In IEEE T-IP’04

https://ieeexplore.ieee.org/document/1284395
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Current Related Work of Full-Reference IQA

• Top-Down Approaches - Visual Information Fidelity (VIF)

Source Model Distortion Model

Human Visual System Model

Credit: Sheikh et al., Image Information and Visual Quality, In IEEE T-IP’06 and Netflix VMAF System (Prof. Jay Kuo, USC)

https://ieeexplore.ieee.org/document/1576816
https://www.wikiwand.com/en/Video_Multimethod_Assessment_Fusion
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Current Related Work of Full-Reference IQA

• Top-Down Approaches - Learned Perceptual Image Patch Similarity (LPIPS)

Based on Deep Features instead of Statistics

Credit: Zhang et al., The Unreasonable Effectiveness of Deep Features as a Perceptual Metric, In CVPR’18

https://openaccess.thecvf.com/content_cvpr_2018/papers/Zhang_The_Unreasonable_Effectiveness_CVPR_2018_paper.pdf
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The 
pictu
re 
can't 
be 
displ
ayed
.

Extension: Ding et al., Comparison of Full-Reference Image Quality Models for Optimization of Image Processing Systems, In IJCV’21

Paper 
Link

https://link.springer.com/article/10.1007/s11263-020-01419-7
https://ieeexplore.ieee.org/document/9298952
https://ieeexplore.ieee.org/document/9298952
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Framework of Reduced-Reference IQA

Credit: Wang et al., Reduced- and No-Reference Image Quality Assessment, In IEEE Signal Processing Magazine’11

https://ieeexplore.ieee.org/document/6021882
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Current Related Work of No-Reference / Blind IQA

• Distortion-Specific Modeling
aware the image distortion types → build distortion-specific models

• General NR-IQA Modeling
(1) Natural Scene Statistics Modeling

Spatial Domain and Transform Domain
(2) Human Visual System Modeling

CNN modeling methods, assisted with visual importance information,
reference images‘ information during training, ranking-based methods, graph 
representation learning, etc.

(3) Codebook-based Modeling
constructing a codebook
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Selected Recent Progress on No-reference IQA

CNN-based Methods [1]

Ranking-based Methods [2] Transformer-based Methods [3]
Credit: 
[1] Bosse et al., Deep Neural Networks for No-Reference and Full-Reference Image Quality Assessment, In IEEE TIP’18
[2] Liu et al., RankIQA: Learning from Rankings for No-reference Image Quality Assessment, In ICCV’17
[3] Golestaneh et al., No-Reference Image Quality Assessment via Transformers, Relative Ranking, and Self-Consistency, In WACV’22

https://ieeexplore.ieee.org/document/8063957
https://arxiv.org/abs/1707.08347
https://openaccess.thecvf.com/content/WACV2022/papers/Golestaneh_No-Reference_Image_Quality_Assessment_via_Transformers_Relative_Ranking_and_Self-Consistency_WACV_2022_paper.pdf
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Challenges

• Local Modeling (Convolutional Neural Networks):

ü Translation Invariance (Pooling)

ü Translation Equivalence (Convolution)

ü Sharable Fewer Parameters (Weight Sharing)
• Limitations:

ü Small-sized Receptive Field → Extracted features are too local

ü Parameters Fixed across the whole image → Image content is equally treated

ü Lack of Geometric and Relational Modeling → Missing complex relations and dependencies

Convolutional Neural NetworksInput Image
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Motivation

ü HVS is adaptive to the local content

→ Local feature extraction via a pre-trained CNN

ü HVS perceives image quality with long-range dependency constructed among different regions

→ Non-local feature extraction for long-range dependency and relational modeling

Non-local 
DependencyLocal Feature

Extraction

Image Credit: LIVEC and TID2013 Databases
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Definition

ü Local Modeling: encodes spatially proximate Local Neighborhoods.

ü Non-local Modeling: establishes Spatial Integration of Information by Long- and 

Short-Range Communications with different Spatial Weighting Functions.

Image Credit: TID2013 and LIVEC Databases

𝐡𝑖𝑙 = ELU &
𝑗∈𝒩(𝑖)

𝛼𝑖𝑗𝑙𝐖𝑙𝐡𝑗𝑙

𝛼𝑖𝑗𝑙 =
exp(a𝑖𝑗𝑙 )
∑𝑘∈𝒩(𝑖) a𝑖𝑘𝑙

a𝑖𝑗𝑙 = LeakyReLU(FC([𝐖𝑙𝐡𝑖𝑙 ∥ 𝐖𝑙𝐡𝑗𝑙]))

𝐡𝑖𝑙

𝐡𝑗𝑙

𝛼𝑖𝑗𝑙

Spatial Weighting Functions

Spatial Integration of Information

Convolution:
Pixel-to-Pixel

Modeling

Non-Local:
Object-to-Pixel

Modeling
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Non-local Behavior

ü Non-local Modeling: establishes the Spatial Integration of Information by Long- and Short-

Range Communications with different Spatial Weighting Functions.
Image Credit: TID2013 and LIVE Databases

Object-to-Pixel Modeling
Region Feature Extraction

Non-local
Dependency & Relational

Modeling

Semantics and Content
Understanding
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Definition

Global Distortion: globally and uniformly distributed distortions with non-local recurrences over the image.

Local Distortion: local nonuniform-distributed distortions in a local region.

Image Credit: CSIQ and KADID-10k Databases

Global Distortion Local Distortion

Non-Local Recurrence

Local 
Distortion
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Superpixel Segmentation

Superpixel vs. Square Patch

ü Adherence to boundaries and visually meaningful

ü Accurate feature extraction

Image Credit: TID2013 Database
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Superpixel Segmentation

Image Credit: TID2013 Database

Flat Gaussian Blur

Gaussian Noise

Reference
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Superpixel Segmentation

Image Credit: TID2013 Database

Texture

Reference

Gaussian Blur

Gaussian Noise
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Experimental Setup

Databases:

ü LIVE, CSIQ, TID2013, and KADID-10k

Experimental Settings:

ü Intra-Database Experiments: 

→ 60% training, 20% validation, and 20% testing, with `random`
seeds from 1 to 10

→ The median SRCC and PLCC are reported.

ü Cross-Database Evaluations: 

→ One database as the training set, and the other databases as 
the testing set

→ Report the last epoch’s performance

Screen
Content

Natural
Images
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Intra-Database Experiments

Fewer Training Data
↓ 20% Total Data

↑ Highly Competitive Performance

SOTA
Transformer
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Cross-Database Settings and Evaluations

Similar 
Distortions

TID:
More Distortion Types &

Levels
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Single Distortion Type Evaluation

Image Credit: LIVE Database

Global 
Distortion

Noisy 
and

Compressed
Images

Local
Distortion

Non-local
Recurrence
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Single Distortion Type Evaluation

Image Credit: CSIQ Database

Global 
Distortion

Noise-Related
Distortions
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Single Distortion Type Evaluation

Image Credit: TID2013 Database

↑8.4%
↑7.5%

↑12.8%
↑11.8%

↑3.2%
↑1.0%
↑1.2%
↑4.1%

↑1.7%
↑1.1%

↑1.1%
↑5.5%

↑3.3%
↑10.2%
↑34.6%

Noise and Compression-Related Distortions
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Single Distortion Type Evaluation

Image Credit: KADID-10k Database

↑6.2%
↑6.3%
↑9.7%

↑1.1%
↑5.0%
↑10.2%
↑1.7%
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Takeaways and Future Work
ü Non-local & Local Modeling

(1) The Non-local Modeling is complementary to traditional local methods. 

(2) CNN’s Local Modeling features are effective and robust.

ü Global & Local Distortions

(1) Handle a wide variety of Global Distortions: globally and uniformly distributed with non-local recurrences. 

(2) Maintain sensitivity to Local Distortions: local nonuniform-distributed distortions in a local region.

(3) Better assess Noisy and Compressed Images quality.

ü Generalization Capability Cross-Dataset Setting → High Generalization Capability

ü Future Work Non-local Statistics [1, 2]; PGC → UGC → AIGC: Quality Assessment of AI Generated Content

Credit: 
[1] Zontak et al., Internal Statistics of a Single Natural Image, In CVPR 2011
[2] Buades et al., A Non-local Algorithm for Image Denoising, In CVPR 2005

https://ieeexplore.ieee.org/document/5995401
https://ieeexplore.ieee.org/document/1467423

